
Quality-Impact Assessment of 
Software Products and Services in 

a Future Internet Platform

Farnaz Fotrousi





Blekinge Institute of Technology Licentiate Dissertation Series
No 2015:09

Quality-Impact Assessment of 
Software Products and Services in 

a Future Internet Platform

Farnaz Fotrousi

Licentiate Dissertation in
Telecommunication Systems

Department of Communication Systems
Blekinge Institute of Technology

SWEDEN



2015 Farnaz Fotrousi
Department of Communication Systems
Publisher: Blekinge Institute of Technology,
SE-371 79 Karlskrona, Sweden
Printed by Lenanders Grafiska, Kalmar, 2015
ISBN:  978-91-7295-318-5
ISSN 1650-2140
urn:nbn:se:bth-10949



 

Abstract 

The idea of a Future Internet platform is to deliver reusable and 
common functionalities to facilitate making wide ranges of software 
products and services.  The Future Internet platform, introduced by the 
Future Internet Public Private Partnership (FI-PPP) project, makes the 
common functionalities available through so-called Enablers to be 
instantly integrated into software products and services with less cost 
and complexity rather than a development from scratch.  
Quality assessment of software products and services and gaining 
insights into whether the quality fulfills users’ expectations within the 
platform are challenging. The challenges are due to the propagation of 
quality in the heterogeneous composite software that uses Enablers and 
infrastructure developed by third parties. The practical problem is how 
to assess the quality of such composite software as well as the impacts 
of the quality on users’ Quality of Experience (QoE). 
The research objective is to study an analytics-driven Quality-Impact 
approach identifying how software quality analytics together with their 
impact on QoE of users can be used for the assessment of software 
products and services in a Future Internet platform.  

The research was conducted with one systematic mapping study, two 
solution proposals, and one empirical study. The systematic mapping 
study is contributed to produce a map overviewing important analytics 
for managing a software ecosystem. The thesis also proposes a solution 
to introduce a holistic software-human analytics approach in a Future 
Internet platform. As the core of the solution, it proposes a Quality-
Impact inquiry approach exemplified with a real practice. In the early 
validation of the proposals, a mixed qualitative-quantitative empirical 
research is conducted with the aim of designing a tool for the inquiry of 
user feedback. This research studies the effect of the instrumented 
feedback tool on QoE of a software product.  

The findings of the licentiate thesis show that satisfaction, performance, 
and freedom from risks analytics are important groups of analytics for 
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assessing software products and services.  The proposed holistic 
solution takes up the results by describing how to measure the analytics 
and how to assess them practically using a composition model during 
the lifecycle of products and services in a Future Internet platform. As 
the core of the holistic approach, the Quality-Impact assessment 
approach could elicit relationships between software quality and 
impacts of the quality on stakeholders. Moreover, the early validation of 
the Quality-Impact approach parameterized suitable characteristics of a 
feedback tool. We found that disturbing feedback tools have negligible 
impacts on the perceived QoE of software products. 

The Quality-Impact approach is helpful to acquire insight into the 
success of software products and services contributing to the health and 
sustainability of the platform. This approach was adopted as a part of 
the validation of FI-PPP project. Future works will address the 
validation of the Quality-Impact approach in the FI-PPP or other real 
practices.  

 

Keywords: Quality of Experience (QoE), Quality-Impact, analytics, 
software quality, KPI, Future Internet, Quality of Service (QoS), 
assessment 
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 Introduction CHAPTER 1

1.1 Overview 

The recent years have observed an extensive development of software 
products and services in Future Internet. Future Internet expects a huge 
number of new interesting software and mission-critical services that 
require advanced levels of interoperability (Zahariadis et al., 2011) 
between software components, products or services. Also, 
interconnectivity between software and devices as well as self-
configuring capabilities within the Internet infrastructure are some of 
the features that characterize Future Internet.   
Future Internet is an ongoing research paradigm, investigated through 
many research projects. The FI-WARE project as a project of the 
European Future Internet Public-Private-Partnership (FI-PPP) program 
aims at an open platform to facilitate the creation of software with less 
cost and complexity to serve users at large scale based on the Internet 
(FI-WARE, 2015). FI-WARE delivers a service platform including 
reusable and shared functionality components. The components are 
referred as Enablers whether developed for a general purpose or for a 
specific domain purpose such as health (FI-STAR, 2015).  An Enabler 
makes its functionality available to software products and services 
through APIs. This is usually an easier and cheaper alternative to the 
development of the functionality from scratch in software products and 
services.  The functionality of the Enabler is served by a Future Internet 
infrastructure where the Enabler may be deployed on a different node 
(e.g. virtual machine) than the software node. 
The owner of the platform has to ensure that the platform is healthy 
(Costanza & Mageau, 1999) and sustainable (Chapin, Torn, & Tateno, 
1996). The platform owner monitors the health of the platform in terms 
of its productivity for the surrounding stakeholders in order to identify 
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the risk factors that threaten maintainability of the platform and shorten 
the time of recovery (Costanza & Mageau, 1999). One of the risk 
factors is about the quality of Enablers especially when they are 
integrated and used in software products and services. Even though an 
Enabler may pass the internal quality checking, it may be unsuccessful 
to provide a good level of quality in use (Bevan, 1999) in integration 
with the software to fulfill the users’ expectations.  
Lack of insight into the quality of a platform and the impact of quality 
on users makes the platform owner unable to assure that user demands 
have been satisfied with the platform. Dissatisfaction of end users from 
software products and services caused by quality shortcomings of the 
platform endangers the health of the platform. This problem increases 
the likelihood of user churn, meaning that the users discontinue using 
the software products or services. In consequence, the product owners 
are discouraged to continue using the platform services, which 
negatively influences the platform’s sustainability. To reduce the 
likelihood of losing customers and improving the platform success, a 
software-human analytics-driven approach for assessment of software 
products and services in a platform can be a solution. 
For the platform owners who need to monitor the success of the 
platform, using a Quality-Impact assessment approach is a suitable 
solution. The approach measures the quality of software products and 
services that use the platform services together with the impact of such 
quality on users. The approach uses software-human analytics relevant 
to the quality of software and platform as well as to the Quality of 
Experience (QoE) of the users during an experience of the software and 
platform.  The approach also combines the quantitative analysis with 
qualitative feedback to interpret the analytics.  Unlike just pure software 
quality analytics or pure QoE analytics or pure qualitative feedback, the 
combination of the two categories of analytics and qualitative feedback 
allows understanding the level of quality that could keep users satisfied. 
And, if they are not satisfied, the owners can perform a root cause 
analysis to identify whether the causes are shortcomings of the software 
quality, quality issues with Enablers, or even the quality of the 
underlying communication networks. 
Software quality analytics and the impacts of the quality on users’ 
perception together are important for assessment. Software quality 
analytics gives insights into the quality of software, integrated Enablers 
in the software or the involved networks, but it does not say anything 
about users’ satisfaction with the quality. Human quality analytics 
reflects the Quality of Experience (QoE) of users in terms of the 
“degree of delight or annoyance of the user” (Le Callet, Möller, & 
Perkis, 2012) with the software, but does not reveal whether the quality 
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of the software, the quality of the integrated Enablers, or some other 
factors (Reiter et al., 2014) have influenced on a bad experience.  
Therefore, software quality analytics and human analytics together 
complement each other for assessment. Moreover, analytics cannot 
replace or be replaced by qualitative user feedback (Fotrousi, Izadyan, 
& Fricker, 2013). Analytics is not able to identify why users are not 
satisfied (Clifton, 2012) but qualitative feedback is. Qualitative user 
feedback is not able to provide insight into software quality, but 
analytics is. Qualitative feedback interprets analytics and fills up the 
gap between the users’ perceived quality and software quality.  
This licentiate thesis provides an overview of literature to understand 
main objectives of platform owners as well as the analytics that they use 
for managing a software ecosystem. The thesis takes the findings and 
proposes two complementary assessment approaches based on using 
software-human analytics. As the early validation of the solutions, the 
thesis investigates the characteristics of a supportive tool for the 
proposed approaches.  
The first study is a systematic mapping research to give an overview of 
literature that addresses Key Performance Indicators (KPI) in a software 
ecosystem. KPIs are those among the many possible analytics that are 
important, easily measurable defined based on the platform owner’ 
objectives. The study provides classification maps to overview the KPIs 
that are commonly used by platform owners.  
The second and third studies describe approaches for assessments of 
software products and services. The second study describes a Quality-
Impact inquiry approach. The study models the relationship between 
software quality and its impact on users during a software experience. 
The third study describes the composition of software-human analytics 
for assessment of software products and services in the Future Internet 
platform. 
The last study is conducted in an empirical research as an early 
validation of the proposals. It aims at understanding the effect of 
feedback tool on Quality of Experience of the software that the 
feedback is collected for. It also parameterizes characteristics of a 
feedback tool to be used for designing a proper tool suitable for 
inquiries of feedback. 
The thesis is structured in five chapters as follows. Chapter 1 provides 
an introduction to the licentiate thesis. The rest of this chapter gives an 
overview of the related areas to the thesis in Section 1.2. Sections 1.3 
and 1.4 present the thesis objectives and research questions 
respectively. Section 1.5 overviews the research methods used to 
address the research questions as well as threats to the validity of the 
research. Section1.6 presents the summary of results and overviews the 
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included studies in the thesis. Section 1.7 discusses the author’s 
contributions. Section 1.8 concludes the thesis document with the future 
works. Each of the next four Chapters, 2, 3, 4 and 5 addresses one 
research paper included in the licentiate thesis. 

1.2 Background 

A platform owner needs to have insight into how the software products 
and services, which are utilizing the platform’ services, make their users 
satisfied to return using again. Acquiring such insight requires a 
combination of analytics relevant to software quality and impact of the 
quality on users.  This section starts with the concept of analytics, how 
to acquire the analytics and basic definitions used in this concept. Then 
software quality and relevant standard models will be described. At last, 
the Quality of Experience (QoE) and its measurement models will be 
explained. 

1.2.1 Analytics 
Analytics is a source of information to guide managers in their 
decisions. It is known as the data-centric style of decision making (Buse 
& Zimmermann, 2010) that includes measurements to generate data and 
to transform these data into indicators for decision support. In another 
word, analytics is a use of statistics from measurement characteristics of 
an entity (Davenport & Harris, 2007) to obtain insight and actionable 
information (D. Zhang et al., 2011) and to take data-driven decisions 
(Buse & Zimmermann, 2010, 2012).  
Three types of analytics can be used for decision-making: descriptive, 
predictive, and perspective analytics (Delen & Demirkan, 2013). 
Descriptive analytics summarizes available data to inform decision 
makers of what happened or is happening. Predictive analytics uses 
historical data to detect data patterns and forecast a stimulus relevant to 
software in the future to answer what will happen. Perspective analytics, 
as a type of predictive analytics, also includes actionable data and 
feedback to track the data to propose the best course of actions for a 
given objective. This type of analytics uses complex mathematical 
algorithms with techniques such as optimization modeling, expert 
system and multi-criteria decision making (Delen & Demirkan, 2013). 
Analytics is made through a chain of interrelated activities. The 
activities introduce keywords in the Italic style that will be defined:   
1- Measuring a set of measurement attributes of an entity through a 
measurement function to build metrics 
2- Analyzing the metrics in the context of an analysis model to have 
indicators 
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3- Interpreting the indicators to make required information for a 
decision-maker   
The steps define the measurement information model ISO/IEC 15939 
(ISO/IEC-15939, 2007) for software development and systems 
engineering. The involved keywords in a measurement chain can be 
defined as: 
- Entity is a platform, product, feature or requirement considered 
relevant to the interaction between an end user and a software product, 
service, or platform (e.g. product).  
- Measurement attributes are properties or characteristics of an entity 
relevant to information needs that can be distinguished quantitatively 
(e.g. returning users).  
- A Measurement method is a logical sequence of operations that 
quantify a measurement attribute numerically by mapping it to a scale.  
One or more measurement attributes can be the input for a measurement 
method.  
- A Measure is a variable that a value is assigned to, as the result of the 
measurement. (e.g. number of returning users for product x in recent 
month).  
- Analysis is an algorithm or calculation that combines measures by 
considering decision criteria. Model is an alternative terminology for 
the analysis. The analysis is usually performed based on the expected 
relationship between measures and/or their behaviors over time.  
- Indicator provides an estimate or evaluation of specified measurement 
attributes derived from a model of defined information for decision-
making (e.g. churn rate).  
- Interpretation explains the quantitative information in the indicators 
to the information needs in the language of the decision maker (e.g. new 
product release decision). 
Quality-related analytics is the kind of analytics that considers quality 
attributes to be measured. The quality attributes are relevant to the 
quality of software (software analytics) or impact of the using the 
software on stakeholders (human analytics).  Quality-related analytics 
excludes the rest of analytics such as business and financial analytics. 
The next two sections will describe the two categories of quality 
characteristics. 

1.2.2 Quality of Software 
Software quality measures how well software is designed, implemented 
and conforms to users’ requirements and standards. Several studies 
model the software quality (Klas, Heidrich, Munch, & Trendowicz, 
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2009) with the objective of providing a framework for the evaluation of 
software quality. ISO/IEC-9126 (ISO/IEC-9126, 2001[part1] - 2003 
[part2, part3]) is one of the most popular standards that models the 
quality in a form of a taxonomy of quality characteristics and sub-
characteristics. The standard also defines a set of external, internal and 
quality-in-use metrics for measurement of the characteristics and sub-
characteristics. Internal metrics measure the software itself in the static 
mode and do not rely on software execution. The external metrics 
measure the behavior of running software. Quality-in-use metrics 
measure the impact of using software on stakeholders when users 
experience the software in a real specific context of use. 
ISO/IEC 25010 (ISO/IEC-25010, 2010) evolves the ISO/IEC 9126 with 
few changes in the taxonomy of quality characteristics and sub-
characteristics but on the same basis. The model describes quality from 
perspectives of product quality and quality-in-use.  ISO/IEC 25010 
defines the same six software quality categories of characteristics (i.e. 
functionality, reliability, usability, efficiency, maintainability, and 
portability) as well two more categories (i.e. security and compatibility). 
The characteristics are broken down into sub-characteristics. As an 
example maturity, availability, fault tolerance, and recoverability are 
sub-characteristics of the reliability category. Quality-in-use is 
composed of five characteristics, namely effectiveness, efficiency, 
satisfaction, freedom from risk, and context coverage.  
Quality-in-use characterizes the impact of the software on stakeholders 
during a real usage.  A platform owner looks for acceptable perceived 
experiences of use (efficiency), acceptable perceived results of use 
(effectiveness), acceptable perceived consequences of use (freedom 
from risks) and the customer’s satisfaction in a specific context of use 
(Herrera, Moraga, Caballero, & Calero, 2010).  The information 
enhances the platform owner’s intuitions about the impact of the quality 
on users. Instead of separate measurements of quality-in-use attributes, 
an alternative approach is to translate all quality impact measures into a 
single measure that reflects perceived Quality of Experience (QoE), that 
the next section will discuss. 

1.2.3 Quality of Experience 
Quality of Experience (QoE) is a terminology borrowed from the 
telecommunications domain, used as a measure to determine how well 
the end users perceive to be satisfied with a particular feature, product, 
service or platform. “Quality of Experience (QoE) is the degree of 
delight or annoyance of the user of an application or service. It results 
from the fulfillment of his or her expectations with respect to the utility 
and / or enjoyment of the application or service in the light of the user’s 
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personality and current state.” (Le Callet et al., 2012).!  

QoE is measured subjectively and objectively. QoE is measured 
subjectively where a user rats the perception of use based on emotion, 
experience and expectations. Subjective assessment of QoE is based on 
quantitative users’ ratings on a set of scales of momentary or 
remembered quality of features (Raake & Egger, 2014).  For the 
subjective measure, Mean Opinion Score (MOS) is a known metric 
used by end-users to rate the service acceptability and quality 
perception. MOS is scaled ordinal usually in the range of 5 to 1 
(Excellent, good, fair, bad, poor). However, the subjective assessment 
of QoE has challenges regarding the reliability of user ratings and 
involvement of a lot of users especially in a crowdsourcing scenario 
(Hoßfeld et al., 2014).  To mitigate the challenges, objective 
measurements of QoE are used alternatively.   

QoE can be predicted and measured objectively (Brooks & Hestnes, 
2010) through objective measures relevant to Quality of Services (QoS) 
in the telecommunication domain such as end-to-end network quality, 
network coverage, suitability of service content and ease of service 
setup. QoE has been modeled in different application domains such as 
speech communication (Côté & Berger, 2014), audio transmission 
(Feiten, Garcia, Svensson, & Raake, 2014), video streaming (Garcia et 
al., 2014), web browsing (Strohmeier, Egger, Raake, Hoßfeld, & 
Schatz, 2014), mobile human-computer interaction (Schleicher, 
Westermann, & Reichmuth, 2014), and gaming (Beyer & Möller, 
2014). The target application domain as the context of use defines 
metrics to model QoE.  
To build an effective QoE control mechanism, objective and subjective 
measures are combined for a correlation analysis. A study shows a 
generic relationship between user-perceived quality (QoE) and network-
caused quality (QoS) (Fiedler, Hossfeld, & Tran-Gia, 2010). This 
relationship can be used to estimate QoE for a certain value of the 
network quality and to identify the required quality level for achieving a 
specific level of QoE. We believe that this relationship is still valid 
where software quality replaces network quality and correlates with 
QoE. The current study will use the concept of this relationship. 
QoE is influenced by several factors that can specify the reason for 
users’ perception in a particular experience. Human, system and context 
are categories of the influential and correlated factors that affect on QoE 
(Reiter et al., 2014). Human factors mainly address emotional attitudes, 
needs, motivations and expectations of human users. Context 
characterizes the user environment including physical, social, 
economical aspects. System factors determine technical quality of an 
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application, a service or a device such as the performance of a mobile 
device, usability, and functionality of software products and availability 
of network communications. These factors will be important for 
interpretations of QoE results later on during assessments. 
QoE and User Experience (UX) are two concepts with the centralization 
of experience of a human user. Wechsung & De Moor (Wechsung & De 
Moor, 2014) discussed that QoE and UX have many similarities but 
have more differences. The former is addressed in the 
telecommunication field and the latter in the Human Computer 
Interaction (HCI) field. QoE is mainly technology-centered where a 
large part of research around investigates Quality of Service. But, UX is 
human centered emphasizing on users emotions that is not driven by 
technology (Roto, Law, Vermeeren, & Hoonhout, 2011). The main 
focus of the QoE is on an evaluation of quality perception to inform 
optimization of technical parameters. But UX gathers inputs for 
designing products focusing on interactions for a pleasure experience.  
Despite the differences, the UX literature can be useful to support QoE-
based research.  

1.3 Research Objectives 

A platform owner needs to gain insight into usage, health and 
sustainability of the platform to understand the risk factors that threaten 
the platform. Not only the external quality of platform services but also 
quality-in-use of the services in a software product are parts of risk 
factors. For the platform owner who needs to monitor the success of the 
platform, using a Quality-Impact assessment is a suitable approach. 
This approach assists the platform owner to assess the quality of 
platform together with its impact on Quality of Experience. The 
combination of analytics about software and human users together with 
qualitative user feedback contribute in designing the approach.  
The overall aim of the research is to identify how the platform owner 
can use software quality analytics together with quality impact on users 
to gain insight into the success of a Future Internet Platform. To achieve 
the overall aim, the licentiate thesis defines the following objectives: 
OBJ1: To understand software-human analytics that the platform owner 
uses for managing the platform.  
OBJ2: To propose a holistic approach to the assessment of software 
products and services running on a Future Internet platform using the 
Quality-Impact approach. 

OBJ2.1: To describe the use of the Quality-Impact approach for 
elicitation of the appropriate level of software quality.  
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OBJ2.2: To describe a composition of analytics for holistic 
assessment of software products and services running on a Future 
Internet platform. 

OBJ3: To validate the proposed approach  in real-world practices. 
OBJ3.1: To understand the effect of a feedback tool on the 
perceived quality of software products and services that the 
feedback is collected for. 

The study investigates the objectives in three levels of acquiring 
knowledge, proposing a solution and validating the solution in real 
practices. Development of objectives relies on achievements of previous 
objectives, which indicates details of objectives had been defined along 
the progress of the study. 
OBJ1 seeks for knowledge about software-human analytics and finding 
out the most relevant analytics to the objectives that different platform 
owners have determined. A literature study should be conducted to find 
out the research gaps in analytics and the state of practices. In the study, 
KPIs relevant to software ecosystem are explored. KPIs are qualified 
analytics that are aligned with the objectives of the platform owners. 
The research boundary of a software ecosystem assists understanding 
possible relevant analytics that are based on or enabled by software.   
OBJ2 aims at an assessment of software products and services running 
on a Future Internet platform by using the generic relationship between 
quality of software and users’ perception of the quality alongside the 
composition measurements in the lifecycle of software products and 
services. The choice of these groups of analytics comes from the OBJ1. 
OBJ2.1 aims at a Quality-Impact approach to elicit the relationships 
between quality and its impact on users. The approach uses principal 
knowledge outlined in the earlier work about generic relationships 
between Quality of Service and Quality of Experience and proposes a 
quality assessment approach. OBJ2.2 presents key ideas for a 
composition of measurements in the assessment of Future Internet 
products and services based on the use of analytics. The proposed 
approach models how to measure software quality analytics and predict 
user-perceived Quality of Experience in a Future Internet platform.  
OBJ3 aims at real-world validations of proposed approaches in OBJ2. 
OBJ3.1 aims at understanding the side effects of feedback tools on QoE 
of the software products and services, which the feedback is requested 
for. This objective contributes to understanding characteristics of a 
feedback tool that may impact the perceived quality of the software. 
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1.4 Research Questions 

The following research questions (RQ) have been formulated in the 
licentiate thesis to address the research objectives in section 1.3.  

Table 1-1: The thesis's research questions and research outcomes 

Research Questions* Research Outcomes 
RQ1:  What analytics does a platform 
owner use to manage the success of a 
software ecosystem?  

Classification maps of KPIs and 
platform owners’ objectives in a 
software ecosystem. 

RQ2: How can software products and 
services be assessed using a Quality-
Impact approach in the Future Internet?   

A holistic assessment approach 
using Quality-Impact relationship in 
the Future Internet. 

RQ2.1. How can the relations 
between software quality and 
Quality of Experience be elicited?   

Description of a Quality-Impact 
approach. 

RQ2.2. How can analytics be 
composed for the assessment of 
software products and services in 
a Future Internet Platform? 

Description of software-human 
analytics to be measured based on a 
composition model during the 
lifecycle of making products and 
services in the Future Internet.   

RQ3:  Does a feedback tool affect 
perceived quality of a software product 
and service? 

Understand the effect of a disturbing 
feedback tool on QoE of software 
products and service. Disturbing 
characteristics of feedback tool are 
also parts of the outcomes. 

* The labels of the research questions (RQ) are independent of the labels used in the 
studied papers, where each paper follows its own numbering schema.  
To answer RQ1, Chapter 2 gives an overview of the literature that 
address a use of KPI in a software ecosystem. The relevant study 
identifies the purposes of using KPI in a software ecosystem and 
overviews the relevant KPIs to achieve the objectives. The result 
indicates the commonly used KPIs and objectives for managing a 
software ecosystem. To answer RQ1, the study answers the following 
questions:  

- What kinds of ecosystems were studied?  
- What types of research were performed?  
- What objectives were KPI used for?  
- What ecosystem entities and attributes did the KPI correspond 

to?  
The answer to RQ2 proposes a Quality-Impact assessment approach for 
software products and services in the Future Internet based on findings 
in RQ2.1 and RQ2.2. The answer to RQ2.1 proposes a Quality-Impact 
approach to predict the quality level properly using quality impact 
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analytics, and RQ2.2 proposes a composition of analytics to assess the 
quality impact using software quality analytics in a Future Internet 
platform.  
RQ3 as an early step in the validation of the proposed solution evaluates 
the feedback tool used for data collection. RQ3 aims to study whether 
the triggered requests for feedback negatively affect user perception of 
the software quality. It also investigates the characteristics of the 
feedback tool may disturb users. To answer RQ3, Chapter 5 investigates 
the following research questions:   

- Which characteristics of feedback requests did disturb users? 
- How did disturbing feedback requests affect QoE of a software 

product? 
- Did users provide feedback about feedback requests? 

 
Figure 1-1 gives an overview of the included studies in the licentiate 
thesis. The figure shows research questions mapped to the outcome of 
each question in different phases of the study. Corresponding chapters 
to the research questions are also identified in the figure.  

 
Figure 1-1: Overview of research studies 

1.5 Research Methodology 

This section presents the description of methodologies used in the 
licentiate thesis. Systematic mapping study, solution proposal and 
empirical research were the methods used in the licentiate thesis.  
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1.5.1 Systematic Mapping Study 
To address RQ1, the study conducted a systematic mapping in Chapter 
5. The systematic mapping approach gave an overview of KPIs used in 
a software ecosystem by classification of relevant articles and map the 
frequencies of publications over corresponding categories to build 
classification schemas and to see the current state of research (Petersen, 
Feldt, Mujtaba, & Mattsson, 2008). The systematic literature review 
was an alternative method for systematic mapping study. However, it 
differs in goals and depth. The aim of the study was not finding out the 
best practices based on empirical evidence. It was enough to have a 
broad overview rather than the time-consuming process of going 
through details in depth. The reasons motivated us to choose systematic 
mapping as the research methodology.  
The research was conducted in the following four steps according to the 
guideline introduced in (Petersen et al., 2008): A database search, 
screening of papers, building classification schemas, and the systematic 
mapping of each paper. In the database search step, we defined the 
search string including keywords relevant to software ecosystem and 
KPI. The search strings were searched in software engineering and 
computer science research databases including Scopus, Inspec, and 
Compendex, which also support IEEEXplore and ACM Digital Library. 
In the screening step, we screened the identified papers to exclude 
studies that do not relate to the use of KPI for any ecosystem-related 
purpose. In the classification step, we employed keywording (Petersen 
et al., 2008) as a technique to build the classification scheme in a 
bottom-up manner. Extracted keywords were grouped under higher 
categories to make them more informative and to reduce the number of 
similar categories. In the last step, when the classification was in place, 
we calculated the frequencies of publication for each category and used 
x-y scatter plots with bubbles in category intersections to visualize the 
generated map. 

1.5.2 Solution Proposal 
The studies in Chapter 3 and Chapter 4 are solution proposals 
(Wieringa, Maiden, Mead, & Rolland, 2006). The studies propose a 
novel solution in the form of a technical approach for using Quality of 
Experience for assessment of software products and services. As 
recommended in solution proposal papers (Wieringa et al., 2006), the 
studies used  examples or provided arguments as a proof-of-concept. 
As required by a solution proposal, in both studies (Chapter 3 and 
Chapter 4) we explained why such novel approach was needed, 
specified the principles and steps of the method, and described how to 
apply the method.  
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1.5.3 Empirical Study 
To address RQ3, the study conducted a mixed qualitative and 
quantitative research method as presented in Chapter 5. The empirical 
study used the QoE-Probe described in (Fotrousi, 2015) to collect user 
feedback for a requirement modeling software called Flexisketch 
(Golaszewski, 2013). 
Participants: The participants were 35 software engineering students at 
the graduate level, and familiar with the concepts of requirement 
modeling. The study was performed as a part of the students’ 
assignment in the Requirement Engineering course.  

Study procedure: The procedure for each participant followed two 
parts:  

1-Software Usage:  Participants used Flexisketch integrated with the 
QoE probe as the feedback tool. In the QoE probe, the probability of 
automatic firing of the questionnaire was set to 10%. We requested the 
participants to model the requirements defined through a video in the 
Flexisketch and meanwhile provide answers to the fired questionnaire.  
2-Post Questionnaire: At the end of the usage, we asked the participants 
to fill in the questionnaire about their feedback for the modeling tool as 
well as the feedback tool.  
Data collection method: The feedback tool randomly requested 
participants to provide feedback automatically while working with the 
software product. The feedback tool collected ratings of the 
participants’ experience with the feature they just used as well as their 
rationale for their choice.  Also, the study collected participants’ 
perceptions about feedback requests and about the experiences with the 
software product after the completion of the experience through a post-
questionnaire. The collected feedback was analyzed individually to 
answer the research questions. 
Data analysis method: The study used qualitative content analysis, 
pattern matching as well as quantitative descriptive analysis. 
The study applied both inductive and deductive content analysis 
approaches (Elo & Kyngäs, 2008; Thomas, 2006). The inductive 
approach was conventional with the idea of coding data freely to 
generate information, and the deductive was directed content analysis 
approach based on using initial coding categories extract from the 
hypothesis but might be extended (Hsieh & Shannon, 2005). The study 
adapted the pattern matching analytical technique (Yin, 2014), by 
comparing a predicted pattern with observed patterns concluded 
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empirically. The statistical correlation analysis was also applied to 
measure the relationships between observed variables. 

1.5.4 Validity Evaluation 

Similar to other research, the study is subject to validity evaluation.  
Construct validity identifies whether the study reflects the 
phenomenon that was searched for. The validity threat in Chapter 2 
addresses whether the included papers in the study reflected the 
Software ECOsystem (SECO) KPI phenomenon as it was intended to be 
researched. The search string captured the wide variety of software-
related ecosystems with several names given to key performance 
indicators. The common databases used for software and management-
related literature research including Scopus, Inspec, and Compendex, 
were used to find papers. Also, the list of included papers was validated 
against two systematic studies on software ecosystems (Barbosa & 
Alves, 2011; Manikas & Hansen, 2013b), and we found that our review 
covered all relevant papers.  
The validity threat in Chapter 5 was relevant to the participation of 
students, in the sense that whether the students’ answers were from their 
own perceptions, or whether they were based on what their teacher 
expected. To mitigate this threat, the assignment became optional, was 
not graded, and was just used as a part of the learning process. 
Reliability validity refers to the repeatability of the study for other 
researchers. The study in Chapter 2 applied a defined search string and 
followed a step-by-step procedure that can be easily replicated. The 
stated inclusion and exclusion criteria were systematically applied. 
Reliability of the classification was obtained by seeking consensus 
among multiple researchers. 
The validity threat was also discussable in Chapter 5 about repeatability 
of the content analysis. To mitigate this threat, the first two authors of 
the paper peer reviewed the quotes. The first reviewer documented the 
design of content analysis process as a guideline with the significant 
degrees of freedom for coding. To increase the reliability of the coding, 
the first and second authors, as reviewers, followed steps independently 
to achieve the same set of categories. In the case of some conflicts, they 
negotiated for the final categories.  
Also, to increase the reliability of the results over evaluation of findings 
in Chapter 5 the study used triangulation strategy through content 
analysis, pattern matching and statistical analysis to answer the core 
research question (the second research question). 
Internal validity refers to the extent to which the results may have been 
biased, and the study design avoids confounding. The threat is small in 
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the study of Chapter 2, since only the descriptive statistics, which count 
the frequency of categories, were used.  
External validity concerns the ability to generalize from this study. 
Generalization is not an aim of a systematic mapping study, as only one 
state of research is analyzed. In particular, the study results about the 
use of SECO KPI, reflects the practices studied in SECO KPI research 
and not SECO KPI practice performed in general. 
Chapter 5 addresses the subject of external validity. The inductive 
content analysis targets a specific group of students that experience just 
one design-modeling product. To make the research generalized, similar 
research for other groups of population with different software should 
be designed and conducted as future research.  

1.6 Results 

1.6.1 Summary of Results and Solution Proposal 

An overview of literature about KPIs in a software ecosystem in 
Chapter 2 revealed that platform owners mainly aim at improving 
business, interconnectedness between individual actors and subsystems 
of the ecosystem, as well as at improving quality. To assess the 
objectives they mostly use KPIs relevant to satisfaction, performance 
and freedom from risks measures (which answers RQ1).  
Improving the quality and interconnectedness can be directly measured 
using quality-related analytics whether the analytics are relevant to 
software quality (e.g. performance, freedom from risk) or relevant to 
human (e.g. satisfaction). This relation informs Quality-Impact 
approaches.  
A platform owner can use a Quality-Impact approach to elicit specific 
relationships between software quality levels and their impacts for 
given quality attributes on stakeholders as shown in Chapter 3 (which 
answers RQ2.1). In Chapter 3, an example of this relationship was 
discussed for eliciting non-functional requirements where an 
understanding of such relationship can specify the right level of quality 
for deciding about acceptable impacts. This approach proposed to 
measure software analytics objectively from a software product or 
services and subjectively from a formulated questionnaire through a 
workshop.  
A platform owner measures the composition of analytics for assessment 
of products and services. The approach is proposed based on three 
models of measurement, composition and lifecycle as discussed in 
Chapter 4 (which answers RQ2.2).  The measurement model describes 
measuring QoS and usage analytics (i.e. software analytics) together 
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with QoE analytics (i.e. human analytics). Time, error and MOS (Mean 
Opinion Score) measures are valuable measures since they can support 
most of quality attributes defined according to ISO 25010. The 
measurement is applied during the lifecycle of the product (e.g. lab 
testing, runtime) based on rules defined for the propagation of quality 
measures according to the composition model.  
Figure 1-2 illustrates an overview of a Quality-Impact approach (which 
answers RQ2) as the result of aggregating the answers to RQ2.1 and 
RQ2.2.  The aim of the solution is to propose a holistic assessment 
approach that measures and analyzes the quality of software products 
and services as well as the impact of the quality on the users’ feelings in 
during the software lifecycle in a Future Internet platform. The result of 
the analysis identifies how software products and services satisfy users 
and describes the acceptance level of their quality. The qualitative user 
feedback given after usage interprets the analysis. The assessment is not 
performed just for the final software product used in the real world 
environment, but it can also be performed during the factory acceptance 
testing, software release, and site acceptance testing. 
Figure 1-2 shows a timeline that marks events relevant to data 
collection and analysis. Starting a user experience of a software product 
and service initiates collecting usage logs continuously during the usage 
period. The collected data aims to measure usage-based, time-based and 
error-based quality analytics. Requests for user feedback are fired 
periodically to collect the experience of a user during the experience at 
the end of the usage. A post-questionnaire collects the overall user 
feedback reflecting the user experience. The three types of data 
contribute to performing quantitative QoE and QoS analyses, 
correlation analysis between QoE and QoS, data as well qualitative 
feedback analysis. The analyses may cover all types of descriptive, 
predictive and perspective analytics that will be discussed amongst 
future research. 
The data collection and analysis are performed based on using the 
composition model that defines which components have been integrated 
into the software product. The composition model in data collection 
identifies the source of measurements to be collected and in analysis 
identified how the quality is propagated between the involved 
components and infrastructure.   
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Figure 1-2. Overview of software products’ assessment in a Future Internet Platform  

To validate the solution, the thesis contributed to an implemented QoE-
probe (Fotrousi, 2015) as a feedback tool developed for the Android 
operating system. The QoE probe is integrated with another mobile 
application to collect software analytics (QoS) as well as user ratings 
(QoE).  During the integration phase, developers tag events relevant to 
start and end of features as well as important actions.  
During the usage phase, the tags record the usage logs with data 
including application name, hashed user id, timestamp, event, feature 
name, action name to enable measuring usage and QoS analytics 
relevant to the product.  Also, in the completion of a specific 
feature/scenario during the usage, a short QoE questionnaire is fired 
automatically to collect the overall user impression reflecting the user’s 
experience. As recommended in (Menzies & Zimmermann, 2013), the 
feedback tool frequently asks users’ opinions in a form of a short 
questionnaire: 
Q: Please rate your experience with the feature you just used: 
!Excellent           !Good             !Fair         !Poor        !Bad 
Please provide why you feel that way:  _______________________ 
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In answering the questionnaire, QoE data are also logged. Together with 
the collected QoS data (usage log) it will be sent to the server for 
analysis.  
As discussed in Chapter 5, the automatic firing of the feedback requests 
may disturb users. Feedback requests that interrupted a user task, too 
early in the process of learning the application, too frequently, or with 
apparently inappropriate content were perceived to be disturbing by the 
users. 
However disturbing feedback requests did not necessarily affect users’ 
perception of software product’s quality (which answer RQ3).  It means 
that if the feedback tool disturbs the users, it does not indicate that the 
QoE of the software products is always perceived bad. QoE of the 
software product was essentially justified with other influential factors 
such as quality of products and the devices that the product runs on.  

1.6.2 Overview of Chapters 

Chapter 2 gives an overview of the literature on the use of KPI (Key 
Performance Indicators) for software-based ecosystems. A systematic 
mapping methodology was followed and applied to 34 included studies 
published from 2004 onwards.  

Two major kinds of ecosystems were researched: software ecosystems 
and digital ecosystems. Many application domains such as software 
development, telecom, business management, logistics, transportation, 
healthcare were addressed, but most of them with one or two papers 
only. The published research was mature with the journal, conference, 
and workshop papers. They were conceptual proposal, solution 
proposal, validation, and evaluation papers that covered metrics, 
models, and methods contributions. 

The study showed that KPIs were used to achieve a variety of 
objectives. Platform owners aimed, at improving business, at improving 
the interconnectedness between actors, at growing the ecosystem, at 
improving the quality of the ecosystem, product, or services performed 
within the ecosystem, and at enabling sustainability of the ecosystem. 

The included papers in this study described measurements applied to the 
whole ecosystem or a part of the ecosystem, which consists of actor, 
artifact, service, relationship, transaction and network. The 
measurement entities were identified in relation to the ecosystem 
objectives. To measure the entities, we classified the measurement 
attributes into categories of size, diversity, satisfaction, performance, 
financial, freedom from risk, compatibility, and maintainability. 
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Among the papers, the most common objectives were reported as 
improving the interconnectedness between individual actors and 
subsystems of the ecosystem as well as  improving quality or business of 
the overall ecosystem. Satisfaction, performance, and freedom from 
risks measures were the most common categories of KPIs. 

The presented taxonomy assists to identify relevant KPI considering 
domain and objectives, however due to the limitation of the study, the 
selection should be done carefully. The similarity of objectives is not 
the only factor in selecting a KPI.  

The results of the mapping study indicate that more research is needed 
to obtain a better understanding of KPI, for software-based ecosystems. 
In particular, a deeper understanding of how the application domain 
affects an ecosystem’s KPI is needed. Also, an important research 
opportunity is the identification, analysis, and evaluation of KPI. Such 
research could make the work with KPI more flexible because a greater 
variety of KPI would be known and available for the practitioner to use. 

Chapter 3 describes an approach to quality requirements elicitation 
based on the inquiry of Quality-Impact relationships. The method, 
called Quality-Impact Inquiry, is based on the quality of a product and 
subjective feedback from the stakeholders about perceived quality 
impacts. The method guides a requirements engineer in the systematic 
inquiry of good-enough software quality from the viewpoint of the 
appropriate stakeholders of the software system. The solution proposal 
article describes the method in details and reports early experience from 
applying the method.  

The Quality-Impact Inquiry method is performed in four processes: 
preparation, measurement, analysis and decision-making. During 
preparation, the required materials are prepared including the 
preparation and documentation of a prototype, the formulation of a 
questionnaire, the recruitment of stakeholders for participation in a 
workshop, and the scheduling of the workshop.  

The measurement process aims at collecting quality measurements and 
user feedback. While stakeholders are using the software, quality 
attributes of the experience are measured. At the end of using the 
software, a questionnaire is administered to collect stakeholder opinions 
about the impacts of the perceived quality. 

In the analysis process, the quality measurements are correlated with 
the stakeholder opinions about quality impact. The analysis uses a 
regression function to estimate the quality impact for a given quality 
value. The output of the analysis proposes a list of quality values for 
different quality impacts.  
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During the decision-making process, the requirement engineer decides 
about acceptable and desired levels of quality of the investigated quality 
attributes and updates for the relevant quality requirement in the SRS 
document, if needed. The step concludes with decision-making about 
whether to add inquiry iterations. 

The Quality-Impact Inquiry method was applied in a real-world project 
in the healthcare domain. An example presented an application of the 
method for a Diabetes smartphone product. Diabetes patients use the 
product to take blood glucose measurements, to plan insulin injection, 
and to send the collected observation history to a diabetes specialist for 
consultation.  The Quality-Impact relationship is evaluated for the 
features user authentication and observation sharing of diabetes 
information. The article reports how the method is applied to the 
requirements engineering endeavors, shares early experiences from 
applying the method, and gives recommendations reporting the practical 
use of the method.  

Future research should aim at validating and evaluating the method in 
further, large-scale requirement engineering situations. Moreover, 
future research should aim at expanding the understanding of the 
generic relationships between given combinations of software quality 
attributes and their impacts as well as how quality attributes interact 
with each other. The resulting knowledge will translate into a SLA and 
help to allow and to reuse the knowledge of appropriate quality levels. 
It will also help accelerating and simplifying quality requirements 
inquiry in real-world projects, and enable research to check deeply held 
beliefs about how quality and impacts are interrelated. 

Chapter 4 introduces quality assessment of heterogeneously sourced 
systems based on a composition of analytics.  This approach combines 
QoS and QoE measurements to assess quality through the composition 
model of software during the software development lifecycle. 

The paper introduces the concept of Generic Enablers (GE) as the 
generic components used to develop products for the Future Internet 
platform. It explains the characteristics of such heterogeneous sourced 
products in Future Internet together with the metaphor of a host that 
prepares a delicious meal for guests.  

The paper compares the GE-based approach with buying the ingredients 
for a delicious home-prepared meal in a supermarket, where both the 
quality of the ingredients and their skillful preparation determine the 
quality of the prepared meal. Although the host can judge the quality of 
the meal, but the ultimate judgments of that quality is seen in the 
appraisals of the host’s guests and in the amount that people eat. By 
translation of this metaphor to the domain of the Future Internet, the 
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paper discusses the importance of quality of GEs, the way they are 
composed as well as the corresponding ecosystem. 

Then, the paper discusses three models: A measurement model, a 
composition model, and a lifecycle model. The approach addresses a 
measurement model that describes how analytics and empirical data is 
collected and used for the assertion of QoS and QoE. By the support of 
literature, the paper discusses the importance of time- and error-based 
measurements together with MOS measure. The paper also discusses 
how the measures support the quality characteristics of ISO-25010.  
Also, the approach proposes using the combination of the measurement 
and composition models to enable early measurement of quality. The 
approach proposes quality assessment in different stages of the lifecycle 
model. Measurements along the product lifecycle allow planning for 
step-wise improvement of the quality.  

Future work includes validation of the approach. A particular focus will 
be given to the healthcare environment, where quality assurance is 
particularly important as it may decide on death or life.  

Chapter 5 presents an empirical research that explores the relationship 
between feedback requests and QoE. In this study, the QoE-probe as the 
feedback tool was integrated with a mobile product. The feedback tool 
prompted users for the feedback about the product randomly. The tool 
collected users’ perceptions of their experience during their interaction 
with the product. At the end of the experience, a post-questionnaire 
received users’ feedback about the feedback tool and the software 
product. 
The analysis of users’ feedback about the feedback tool identified 
categories of causes that led to disturbance of users. Users perceived 
disturbance of Feedback requests that interrupted a user task, too early, 
too frequent, or with unsuitable contents. The findings contributed to 
parameterize the characteristics of feedback requests. The study 
modeled a feedback request with four-tuple variable referring to the 
experience space, the time frame within the space, number of feedback 
requests in the time frame and the content of feedback request. This 
model implies that user disturbance may be avoided by a suitable 
configuration of the variables. 
The analysis of users’ feedback about the software product showed the 
disturbances generated by the feedback tool have a negligible impact on 
the QoE of the software product. Triangulation of the study through 
three different analyses confirmed the finding: A pattern matching 
analysis showed that the disturbance caused by the feedback tool did 
not always create a bad experience of the software product. A 
correlation analysis confirmed that the QoE of the software product was 
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not statistically correlated with the QoE of the feedback tool. The 
content analysis of users’ feedback presented that QoE of the software 
product was essentially justified with other influential factors rather 
than via disturbing feedback requests. The quality of the software 
product and the experiencing context like device characteristics were 
the focal points of arguments to justify the users’ rates. 
The negligible impact of feedback requests on QoE implies that 
software product vendors may trust the data that their feedback tools 
collect, even if the feedback tool may disturb the users. The collected 
feedback can be informative about the software products or even the 
disturbing feedback tool.  
The results of the study were limited to experiences of students with a 
modeling mobile product. The contextual factors might have an effect 
on the obtained results. In future, other studies with different types of 
products can complement the current study to increase the reliability of 
the results. Also, there is another open research in the future for 
empirical case studies where the parameters of feedback requests have 
been controlled in relation with QoE.     

1.7 The Overall Contributions 

This licentiate thesis provides the following six contributions:  
C1: A better understanding of platform owners’ objectives and relevant 
KPIs that are measured, analyzed and used for decision-making in a 
software ecosystem. From a researcher’s point of view, the study 
captures state-of-knowledge and can be used to plan further research. 
From a practitioner’s view, the generated map refers to studies that 
describe how to use KPI for managing of a SECO. 
C2: Describing the Quality-Impact Inquiry method to elicit non-
functional requirements based on relations between quality and its 
impact on users’ perception. On one side, the method contributes to 
show how the correlation between quality and impact of the quality on 
users can be defined. On the other side, the Quality-Impact relationships 
can be used to design and dimension a software system appropriately 
and, in a next step, to develop service level agreements that allow for 
re-use of the obtained knowledge of good-enough quality.  
C3: Describing the approach to measuring a combination of software-
human analytics using a composition model during the lifecycle of 
making products and services in the Future Internet. The study 
contributes a QoS and QoE measurement-based approach to managing 
quality using a composition model during the lifecycle of products and 
services. The paper explains the approach with the metaphor of a host 
that prepares a delicious meal for guests. An exemplar is taken from the 
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FI-STAR project to describe how the approach is transferred into a real-
world environment.  
C4: Implementation of the QoE probe tool as an Android mobile 
product to collect product-human analytics as well as qualitative user 
feedback. The tool can be used in the development of feedback-based 
research projects as well as in the evaluation of software products based 
on users’ feedback in practice.  
C5: Understanding and modeling the characteristics of a feedback tool 
that may disturb users. The study parameterized the characteristics of 
feedback requests. It informs researchers with the factors that disrupt 
users’ experiences in order to help them in finding feedback 
mechanisms to take control over users’ disturbance. The study also 
helps practitioners in designing the feedback tool by adjusting the 
parameters. 
C6: Understanding that feedback requests have negligible impacts on 
users’ QoE of the software product as such.  The study showed that the 
quality of software products have more impact on QoE rather than 
characteristics of the feedback tool. For practitioners, it implies the 
importance of their focus on the product’s quality, although designing a 
proper feedback tool should not be neglected, since it contributes to 
collect informative feedback about the software product.  

1.8 Conclusions and Future Work 
The recent years have observed the development of heterogeneous 
composite software products and services that integrate common 
reusable functionalities from a Future Internet platform. Due to the 
propagation of the quality of such software, quality assessment and 
gaining insight into whether the quality fulfills the users’ expectations 
are challenging. An analytics-driven approach that considers both 
software quality and the impact of the quality on users inform a 
platform owner to assess usage, health, and sustainability of the 
platform.  

The study provided an overview of the literature on the use of analytics 
for software-based ecosystems. A produced classification map shows 
that platform owners mostly use satisfaction, performance, and freedom 
from risk categories of analytics. This finding was taken for proposing 
assessment solutions using analytics.  

The study proposes a holistic approach for assessment of software 
products and services in a Future Internet platform using the Quality-
Impact approach to gain insight into the success of software products 
and services. This approach measures and correlates the software 
quality analytics as well as the impacts on users’ perception of the 



Chapter 1 

 

24 

Quality of Experience (QoE). The correlation analysis informs 
predicting QoE for a specific level of quality or find out the quality 
levels that may disturb the users. The approach uses the software 
composition model during data collection and analysis to model the 
Quality-Impact based on the propagation of the quality of the composite 
software.  

To validate the Quality-Impact approach, a QoE probe was developed 
to collect software quality analytics automatically as well as users’ 
QoE. The early validation of the Quality-Impact approach 
parameterized characteristics of feedback requests. Although disturbing 
feedback tools have negligible impacts on the perceived QoE of 
software products, designing the suitable feedback tool, however, 
contributes to collect effective feedback to enhance the products. The 
Quality-Impact approach was adopted as a part of the validation of the 
FI-PPP project. To validate the Quality-Impact solution, a QoE probe 
was developed in order to collect software quality analytics 
automatically as well as users’ Quality of Experience. The early 
validation of the Quality-Impact approach parameterized characteristics 
of feedback requests. Although disturbing feedback tools have 
negligible impacts on the perceived QoE of software products, 
designing a suitable feedback tool contributes to collect effective 
feedback to enhance the products. The Quality-Impact approach was 
adopted as a part of the validation of FI-PPP project. 

Future work aims at validation of the proposed Quality-Impact 
assessment approach through empirical research such as case studies in 
the FI-PPP project or other real practices. Future research will 
investigate how to correlate QoS and usage analytics with the QoE 
analytics and how the qualitative user feedback will be supportive of the 
interpretation of quality. The analysis will consider the composition 
model to investigate how quality propagates in the composite software. 
In this correlation analysis, all three types of descriptive, predictive and 
perspective analytics will be investigated. 
Furthermore, the study aims at improving the design of the QoE probe 
to be supportive of the above study. A self-adaptive mechanism of 
receiving feedback, which applies lessons learned about suitable 
characteristics of a feedback tool, is planned in the study’s roadmap. 
The future research also extends the capability of QoE probe to collect 
data in a distributed environment where elements of the composite 
software provide services through distributed nodes in a Future Internet 
platform.
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Abstract  

To create value with a software ecosystem (SECO), a platform owner 
has to ensure that the SECO is healthy and sustainable. Key 
Performance Indicators (KPI) are used to assess whether and how well 
such objectives are met and what the platform owner can do to improve. 
This paper gives an overview of existing research on KPI-based SECO 
assessment using a systematic mapping of research publications. The 
study identified 34 relevant publications for which KPI research and 
KPI practice were extracted and mapped. It describes the strengths and 
gaps of the research published so far, and describes what KPI are 
measured, analyzed, and used for decision-making from the researcher’s 
point of view. For the researcher, the maps thus capture state-of-
knowledge and can be used to plan further research. For practitioners, 
the generated map points to studies that describe how to use KPI for 
managing of a SECO. 

Keywords 

Software ecosystem, digital ecosystem, performance indicator, KPI, 
success factor, systematic mapping 

2.1  Introduction 

A software ecosystem (SECO) is about “the interaction of a set of actors 
functioning as a unit and interacting with a shared market for software 
and services, together with the relationship among them” (Jansen, 
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Finkelstein, & Brinkkemper, 2009 ). We include here any ecosystem 
that is based on or enabled by software, including pure software, 
software-intensive systems, mobile applications, cloud, 
telecommunications, and digital software ecosystems. The inclusion of 
telecommunications, for example, is important as many modern 
software services can only be realized with appropriate ICT 
infrastructure. Companies adopt a SECO strategy to expand their 
organizational boundaries, to share their platforms and resources with 
third parties, and to define new business models (Manikas & Hansen, 
2013b; Weiblen, Giessmann, Bonakdar, & Eisert, 2012). 

A SECO is frequently supported by a technological platform or market 
that enables the SECO actors in exchanging information, resources, and 
artefacts. Ownership of such a platform gives strategic advantages over 
the other SECO actors. It allows satisfying ever-increasing customer 
demands with limited own resources. It also allows improving one’s 
own knowledge about the marketplace. Such knowledge is necessary 
for innovation, evolution of a product or service offering, and 
identification of revenue opportunities (Barbosa & Alves, 2011; IBosch, 
2009). 

SECO platform ownership also brings responsibilities. These include 
the definition of SECO performance objectives and management of the 
SECO to achieve these objectives. A SECO is expected to be healthy 
(Costanza & Mageau, 1999) and sustainable (Chapin et al., 1996). It is 
healthy when it is productive for surrounding actors, robust, and niche-
creating (Iansiti & Richards, 2006). It is sustainable when it maintains 
its structure and functioning in a resilient manner (Costanza & Mageau, 
1999). Health and sustainability are closely linked performance 
objectives (Rapport, Costanza, & McMichael, 1998) that are often 
found in complex systems (Costanza, 1992). 

Managing a SECO involves definition of how actors, software, and 
business models play together to achieve the SECO objectives (Manikas 
& Hansen, 2013a) in business, technical, and social dimensional 
perspectives (Santos, Werner, Barbosa, & Alves, 2012). The platform 
owner uses performance indicators for benchmarking and monitoring 
the resulting ecosystem behavior. Key performance indicators (KPI) are 
those among the many possible indicators that are important, easily 
measurable quantitatively or with an approximation of qualitative 
phenomena (Parmenter, 2010). The KPI serve as early warnings about 
potentially missed SECO objectives (Westin, 1998) and to detect 
patterns that are useful for predicting health and sustainability of the 
SECO (Cokins, 2009). Any deviation from success baselines are 
recorded and acted upon to ensure that the main ecosystem’s objectives 
are met.  
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The here presented study gives an overview of literature on KPI for 
software ecosystems. A systematic mapping methodology was followed 
to identify and classify publications based on the reported research and 
based on KPI use. The dimensions used for classifying research were 
the type of ecosystem that was studied and the type of result that was 
delivered by the research. The dimensions used for classifying KPI use 
were the researched KPI types, the SECO objectives these KPI were 
used for. 

The knowledge gap for collecting evidences about KPI studies 
motivated to systematically evaluate distribution of studies and provide 
guidance for future improvement. For practitioners, the generated map 
describes how to use KPI in the management of a SECO. It enables the 
platform owner in understanding the indicators that are important to 
assess for given SECO objectives. For researchers, the generated map 
describes state of research and helps finding research gaps for 
understanding the definition and use of SECO KPI.  

The remainder of the paper is structured as follows. Section 2 presents 
the research objectives and defines research questions, search strategy, 
study selection, and study quality assessment. Sections 3 and 4 present 
the results by giving an overview of SECO KPI research, respectively 
SECO KPI practice. Section 5 discusses the results. Section 6 
summarizes and concludes.  

2.2  Research Methodology 

The goal of this study is to provide an overview of the research 
performed to investigate the use of KPI for managing software 
ecosystems. The systematic mapping approach (Petersen et al., 2008) 
allows to map the frequencies of publications over categories to see the 
current state of research. It also exposes patterns or trends of what kind 
of research is done, respectively has been ignored so far. Mapping the 
research results, in addition to the type of research, reveals researchers’ 
current understanding of KPI-related practice. 

2.2.1 Research Questions 
To provide an overview on publications relevant to KPI use for SECO, 
two sets of research questions are defined in Table 2-1. With the first set 
of questions we mapped foci and gaps of research about SECO KPI. 
With the second set we mapped the state of practice that was reported 
by the research. 
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Table 2-1: Research questions 

SECO KPI Research Rationale 

RQ1: What kinds of 
ecosystems were 
studied? 

The answer to this question shows the intensity of SECO 
KPI research across application domains and types of 
ecosystems. Skewedness, e.g. due to a focus on just a few 
types of application domains and ecosystems, indicates 
gaps where additional research is needed. 

RQ2: What types of 
research were 
performed? 

The answer to this question shows the maturity of SECO 
KPI research. The more disproportioned conceptual 
solutions and empirical validation research are, the more 
there is a need for research that compensates. 

Ecosystem KPI 
Practice  

Rationale 

RQ3: What objectives 
were KPI used for? 

The answer to this question shows the purposes of SECO 
KPI. It allows understanding when a SECO is considered to 
be successful and when not. Correlation with the answer to 
RQ4 allows understanding how the satisfaction of these 
SECO objectives is measured. 

RQ4: What ecosystem 
entities and attributes did 
the KPI correspond to? 

The answer to this question gives an overview of relevant 
KPI that are used to assess achievement of SECO 
objectives. The KPI show how SECO objectives are 
operationalized and quantified. Skewedness, a focus on just 
one or a few KPI, may indicate the degree of universality 
the KPI have for SECO management. 

2.2.2 Systematic Mapping Approach 
To answer RQ1, RQ3, we followed the systematic mapping guidelines 
proposed by Petersen (Petersen et al., 2008). We (i) conducted database 
search with a search string that matched our research scope, (ii) 
performed screening to select the relevant papers, (iii) built a 
classification scheme based on keywording the papers’ titles, abstracts, 
and keywords, and (iv) used this classification scheme to map the 
papers. To answer RQ2, we modified the mapping process by using the 
pre-existing classification schemes already used in (Petersen et al., 
2008; Wieringa et al., 2006). For RQ4, we built the classification 
scheme by extracting keywords from the main body of the papers and 
aligning the emerging scheme with the relevant software industry 
standard. The research steps are explained below. 

(i) Database search.  The study defined the following search strategy. 
Search String. To get an unbiased overview of KPI use in SECO, the 
search string was created with keywords that capture population only. 
The first aspect used to define the population was the ecosystems that 
can be found in a software context: software, digital, mobile, service, 
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cloud, telecommunication, and ICT ecosystems. We also included 
papers that focused on software supply by adding software supply to the 
search string. The second aspect used to define the population was the 
application or use of KPI. We used the terms indicators, metrics, 
measurements, success factors, key characteristics, and quality 
attributes as synonyms for KPI. To avoid bias about RQ3, we did 
neither constrain for what purpose information was gathered and used. 
To build a broad overview of the research area and avoid bias, no 
keywords were defined in relation to intervention (e.g. monitoring), 
outcomes (e.g. improvements to a SECO), or study designs (e.g. case 
studies). 
The search string was built by concatenating the two population aspects 
with the AND operator. The search string was formulated as follows: 
software OR (software-intensive) OR digital OR mobile OR service OR 
cloud OR communic* OR telecom* OR ict) PRE/0 (ecosystem* OR 
"supply network*") AND (measur* OR kpi* OR metric* OR analytic* 
OR indicator* OR "success factor*" OR "quality attribute*" OR "key 
characteristic*". 
Search Strategy. The papers were identified using the important 
research databases in software engineering and computer science 
including Scopus, Inspec, and Compendex, which support IEEEXplore 
and ACM Digital Library as well. The search string was applied to title, 
author’s keywords and abstract of these papers. The search did not 
restrict the date of the publication. 
Validation. We validated the set of identified papers by checking it 
against the papers used in the SECO literature reviews performed by 
(Barbosa & Alves, 2011; Manikas & Hansen, 2013b). Each paper used 
by these studies that was relevant for our study had been found by 
following the above-outlined database search. 

(ii) Screening of papers. The inputs for this step were the set of papers 
identified with step (i). The first and second authors screened these 
papers independently We screened these papers to exclude studies that 
do not relate to the use of KPI for any ecosystem-related purpose and to 
ensure broad-enough coverage of the population. We describe here a 
complete set of inclusion and exclusion criteria. 
Inclusion. We included peer-reviewed journal, conference, or workshop 
papers that were accessible with full text. The included papers describe 
the use of KPI in an ecosystem context or the effects of such KPI on 
properties of the ecosystem. Due to the importance of networking 
infrastructure and digital information exchange for a well-functioning 
software ecosystem we included telecommunication and information 
technology papers in addition to pure SECO papers. 
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Exclusion. We excluded papers that focused on the use of KPI for 
managing a member of the ecosystem only. For example, papers about 
the use of indicators for managing a single company that participates in 
the ecosystem, or a product or process of that company, were excluded 
because of their too narrow focus. We excluded papers that focused on 
other ecosystems rather than a software ecosystem. For example papers 
focus on biology, environmental, climate, and chemical aspects were 
excluded. When the definition of software ecosystem did not fulfill in 
the papers, they were excluded. As an example, the paper that 
considered Bugzilla and email system as software ecosystems was 
excluded, since such systems do not address the shared market concept 
of a SECO definition. Papers that study qualitative indicators using 
qualitative approaches such as a structured interview were excluded. 
Also, we excluded papers that focused on ecosystem design in place of 
ecosystem management. For example, papers about the design of 
interoperability protocols or of products or services offered to an 
ecosystem were excluded. The papers that do not Finally, to avoid 
inclusion of papers that only speculated about KPI use or effects, we 
excluded papers that did not report any empirically-grounded proof-of-
concept. 
(iii) Building the classification scheme. To answer the research 
questions RQ1, RQ3, and RQ4 we employed keywording (Petersen et 
al., 2008) as a technique to build the classification scheme in a bottom-
up manner. Extracted Keywords were grouped under higher categories 
to make categories more informative and to reduce number of similar 
categories. We built the ecosystem classification scheme by extracting 
the types and application domains of the studied ecosystems. We built 
the classification scheme for KPI practice by extracting KPI assessment 
objectives, entities and attributes used for measuring the KPI. 
The keywords were extracted from the papers’ titles, keywords, and 
abstracts. When the quality of an abstract was too poor, we used the 
main body of the paper to identify the keywords. Similarly, as most of 
the papers did not included sufficient information about entities and 
attributes measured with KPI inside the abstract, we used the main body 
of the papers for keyword identification. The keywords obtained from 
extraction were then combined and clustered to build the categories 
used for mapping the papers. The clustering of measurement attributes 
was aligned with the categories described in ISO/IEC FDIS 25010 as 
far as applicable. 
To answer RQ2, we used a pre-defined classification scheme (Wieringa 
et al., 2006) that was used by earlier systematic mapping studies 
(Petersen et al., 2008). It classifies research types into validation 
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research, evaluation research, solution proposals, philosophical papers, 
opinion papers, and experience papers.  

 (iv) Systematic mapping of the papers. When the classification 
scheme was in place, the selected papers were sorted into the 
classification scheme. The classifications were then calculated the 
frequencies of publications for each category. 
To answer RQ1 and RQ2 we reported the frequencies of the selected 
papers for the categories in the dimensions of ecosystems types and 
application domains, respectively in the dimensions of research type 
and research contributes type. We used x-y scatterplots with bubbles in 
category intersections to visualize the kinds of ecosystems that were 
studied. The size of a bubble is depicted proportional to the number of 
papers that are in the pair of categories that correspond to the bubble 
coordinates. The visualized frequencies make it possible to see which 
categories have been emphasized in past research and which categories 
received little or no attention. 
To answer RQ3, we first described the categories identified when 
building the classification scheme and how these categories were 
expressed in the selected papers. This description resulted in a 
dictionary for interpreting the scatterplots used for describing how 
SECO KPI are used in relation to these objectives. We again used x-y 
scatterplots for showing the frequency of pairs of categories. These 
pairs allowed us to describe the attributes measured for each type of 
ecosystem entity, the measurements used in relation to the SECO 
objectives, and how KPI are obtained for various kinds of entities found 
in a SECO. 

2.2.3 Threats to Validity 
This section analyzes the threats to validity for the taxonomies of 
construct, reliability, internal and external validity. 
Construct validity reflects whether the papers included in the study 
reflect the SECO KPI phenomenon that was intended to be researched. 
The search string was constructed in an inclusive manner so that it 
captured the wide variety of software-related ecosystems and the many 
different names given to key performance indicators. The common 
databases, used for software and management-related literature 
research, were used to find papers. Only after this inclusive process, 
manual screening was performed to exclude papers not related to the 
research objectives. The list of included papers was then validated 
against two systematic studies on software ecosystem (Barbosa & 
Alves, 2011; Manikas & Hansen, 2013b) and found that the review 
covers all relevant papers.  
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Reliability validity refers to the repeatability of the study for other 
researchers. The study applied a defined search string, used 
deterministic databases, and followed a step-by-step procedure that can 
be easily replicated. The stated inclusion and exclusion criteria were 
systematically applied. Reliability of the classification was achieved by 
seeking consensus among multiple researchers. 
Internal validity treats refers to problems in the analysis of the data. 
These threats are small, since only descriptive statistics were used. 
External validity concerns the ability to generalize from this study. 
Generalization is not an aim of a systematic mapping study as only one 
state of research is analyzed and the relevant body of research 
completely covered. In particular, the study results about the use of 
SECO KPI, reflects the practices studied in SECO KPI research and not 
SECO KPI practice performed in general. 

2.3 Results: Ecosystem KPI Research 

The database search resulted in a total of 262 papers, including 46 
duplicates. After screening and exclusion, 34 papers remained and were 
included in the study. These selected papers were published from 2004 
onwards. This section gives an overview of the research described in the 
selected papers. Appendix A lists the selected papers. 

2.3.1 Kinds of Ecosystems 
To answer RQ1, Figure 2-1 gives an overview over the ecosystems that 
our study found KPI research for. The number embedded in a bubble 
indicates how many papers were devoted to a given combination of 
ecosystem type and application domain (multiple classifications 
possible). Empty cells indicate that no corresponding study was found. 
The number on the category label indicates the total number of papers 
in that category. 
Most of the papers used the term software ecosystem to characterize the 
studied ecosystems. Special kinds of ecosystems were cloud, service, 
mobile apps, and open source software ecosystems. Less frequent were 
digital ecosystems with 44% of the papers. They refer to the use of IT to 
enable collaboration and knowledge exchange (Boley & Chang, 2007).  
The papers addressed a variety of application domains. Most common 
were telecommunications, business management and software 
development. None of the remaining application domains was 
addressed by more than one or two papers. Thus research is rather 
scattered, and the specifics of the various application domains only little 
understood. 
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Figure 2-1: Kinds of ecosystems that were studied with KPI research. The label 

“software ecosystem” refers to those that are not considered a digital ecosystem (see 
main text). 

2.3.2 Types of Research 
To answer RQ2, Figure 2-2 presents a map of the kind of research 
performed on KPI in software-related ecosystems. Papers with multiple 
research types and contributions were classified for each combination of 
research type and contribution they presented.  

 
Figure 2-2: Map of research on SECO KPI and type of contributions. 

Experience report papers describe experiences in working with SECO 
KPI and usually describe unsolved problems. Opinion papers discuss 
opinions of the papers’ authors. Conceptual proposal papers sketch new 
conceptual perspectives related to SECO KPI. This category renamed 
philosophical papers category (described in iii of section 2.2) to fit the 
SECO KPI study. Solution proposal papers propose new techniques or 
improve existing techniques using a small example or a good 
argumentation. Validation papers investigate novel solutions that had 
not been implemented in practice (e.g. experiment, lab working). 
Evaluation papers report on empirical or formal studies performed to 
implement a solution or evaluate the implementation.  
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Metric papers describe KPI for SECO. Model papers describe 
relationships between KPI. Method papers describe approaches for 
working with SECO KPI. Finally, tool papers describe support for work 
with SECO KPI. 
Most research was found in the categories of validation and evaluation. 
Research contributed with metrics, models, or methods. For example, 
R17 proposes a model that explains how health can be measured with 
relevant indicators (conceptual proposal, model) and validates that 
model with a questionnaire (validation, model). R14 proposes a method 
for assessing services based on Quality of Service indicators (solution, 
method). R19 evaluates factors that affect successful selling in e-
markets (metric, evaluation). No paper was an experience report or an 
opinion paper. No paper contributed with any tool. 

2.4 Results: Researched KPI Practice 

The papers included in this study describe the use of KPI by a platform 
owner for achieving objectives with the ecosystem that was enabled by 
the ecosystem platform. This section gives an overview of these 
objectives and the KPI that were used. 

2.4.1 Ecosystem Objectives Supported by KPI 
KPI were used to enable or achieve a variety of objectives. Platform 
owners aimed, at improving business, at improving the 
interconnectedness between actors, at growing the ecosystem, at 
improving quality of ecosystem, product, or services performed within 
the ecosystem, and at enabling sustainability of the ecosystem (answer 
RQ3): 
Business improvement. Research has been performed on how to 
improve business at the ecosystem level. The studied business 
improvements concerned the perspectives of ecosystem activity and of 
commercial success. Ecosystem activity related to the level of activity 
of participating actors, encouragement to participate in the ecosystem, 
and the transaction volume. Commercial success related to sales 
success, innovativeness and competitiveness of the participating actors, 
and the cost of the network that enables the ecosystem. The activity and 
commercial perspectives were mixed in the papers, thus could not be 
separated in the analysis of the literature. 
Interconnectedness improvement. Research has been performed on how 
to improve interaction in an ecosystem, for example to reduce cost, 
improve predictability of services that are provided in the ecosystem, 
and manage trust. Interaction improvement was studied between 
individual actors and between whole networks contained in the 
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ecosystem. The research differed in terms of lifecycle stage of an 
interaction and covered supplier availability, discovery, ranking and 
selection, the resulting connectivity, interaction evaluation, and the 
impact of the interaction on the actors that participated in it. Interaction 
improvement was not always an end in itself, but was considered 
essential for generating business activity and sustainability of the 
ecosystem. 
Growth and stability. Research has been performed on how to manage 
growth and stability of the ecosystem. Growth and stability were seen as 
two factors that need to be managed jointly. During growth flexibility 
and controllability need to be maintained. During stability, a continuous 
co-revolution must happen. Growth and stability again are not ends in 
themselves, but thus contribute to sustainability and survival of the 
ecosystem. 
Quality improvement. Research has been performed on how to manage 
quality of ecosystems. In particular, performance, usability, security, 
data reliability, extendibility, transparence, trustworthiness, and quality-
in-use were investigated. Quality management was sometimes presented 
as an ends in itself, for example by allowing comparison among 
multiple ecosystems, enabling diagnosis, improving decision-making, 
and achieving long-term usage of services. At the same time, however, 
quality management was considered to be a means to encourage 
adoption and growth, improve business performance, and achieve 
sustainability. 
Enable sustainability. Research has been performed on how to sustain 
an ecosystem. Two angles were taken: self-organization and resource 
consumption. Self-organization was approached through continuous 
rejuvenation of the ecosystem. Resource consumption was studied in 
relation of electrical energy. Throughout all papers found in this 
category, sustainability was considered to be desirable ends for software 
ecosystems. 

2.4.2 KPI: Measured Entities 
The included papers describe measurements applied to the ecosystem as 
a whole or the parts the ecosystem consists of: actor, artifact, service, 
relationship, transaction and network.  
Actors. Actors were measured and characterized as follows. They were 
human or artificial. Examples of human or legal actors were sellers and 
developers that provide products to buyers or groups of organizations 
and firms. Examples of artificial actors were nodes in a 
telecommunication network. An actor engages in transactions in an 
ecosystem and builds relationships to other actors or artifacts. The 
transactions the seller engages in generate profit and revenue for the 
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cost the seller is willing to take. Effective actors have knowledge about 
other actors or the network and has good interestingness and reputation 
for other actors. Actors are also considered to be sources and sinks of 
data and have differing ranges for data transmission. Performance of 
individuals and groups in terms of fulfilled tasks and decisions as well 
as performance of firms and organizations in terms of profits are 
measured.   
Artifacts. Artifacts such as software, codes, plugins, books, music, or 
data were measured and characterized as follows. Artifacts had a 
location in the ecosystem. They evolve, may have reputation and 
popularity, and exposed their consumers to vulnerability. 
Services. Services were measured and characterized as follows. Services 
consume energy and other resources. Services have quality attributes 
such as quality of service, security, compliance, and reputation. 
Metadata and service level agreements are used to specify the services. 
The services are not fixed but evolve: services emerge, change, and get 
extinct. A special service was provided by the platform that laid the 
fundament for the ecosystem. It was characterized in terms of attributes 
like stability, documentation, portability, and openness. 
Relationship. Relationships were measured and characterized as 
follows. Actors enter relationships with other actors, artifacts, or 
services. A relationship connects two or more such entities. Examples 
of relationships were business connections and telecommunication 
communication links. A relationship may be transparent and express a 
trust value of the connected entities. A relationship is the basis for 
transactions, thus is used for advertising and building alliances. The 
transaction, however, is constrained by cost and quality of the 
relationship. 
Transactions. Transactions were measured and characterized as follows. 
Examples of transactions are sales of services to customers, server 
requests, and commits of code files made by developers. They are 
initiated with an offer that is measured in terms of attributes like price 
and quantity. Transactions also have a price and quantity. Other 
attributes include time to negotiate the transaction, time to complete, 
energy consumption, transmission rate, and buyer satisfaction. 
Network. Networks were considered as sets of entities and relationships 
that were part of a whole ecosystem. Examples were local or 
application-specific networks. Networks were characterized as follows. 
Networks were vulnerable to security threats such as data availability, 
integrity, authentication, and authorization. Networks differed in the 
node density, degree of collaboration, provisioning cost, and hit rate for 
artifacts. 
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Ecosystem. Full ecosystems were characterized as follows. They have 
quality attributes like size, performance, security and energy 
consumption that can also characterize networks contained in an 
ecosystem. In addition, ecosystems exhibited lifelines, diversity, 
stability, transparency, healthiness, and sustainability.  
 
This section and next section collaboratively provide answer for RQ4. 
The map in the left part of Figure 2-3 shows the entities that were 
studied in relation to the ecosystem objectives. Most research studied 
the measurement of the overall ecosystem to enable quality or business 
improvement. For example, R17 describes how performance of the 
ecosystem affected user satisfaction, and R13 shows how analytics 
applied to the ecosystem can be used to improve business. Considerable 
research was also devoted to improving the interconnectedness of the 
ecosystem, where attributes of the products and services played an 
important role and also to the role of platform measurements to grow 
the ecosystem and improve quality. For example, R6 described how to 
use a service similarity measurement was used to improve ecosystem 
connectivity. R2 described how growth, diversity, and entropy 
measurements of a SOA platform were used to increase growth. R4 
described how communication quality measurements were used to 
improve the quality of a telecommunication ecosystem. 
The map also shows areas where no research was published. For 
example no research studied the role of network measurements for 
objectives other than sustainability and quality improvement. 

 
Figure 2-3: Map of measured entities and measurement attributes in relation to 

ecosystem objectives. 

2.4.3 KPI: Measurement Attributes 
To make the state and evolution of the ecosystem and of its elements 
visible, a broad variety of attributes were measured. 
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The following attributes categories emerged when clustering the 
attributes described in the included papers. Figure 2-4 shows how 
classes of quality attributes were merged toward new categories. The 
size category includes attributes to measure size and growth. Diversity 
includes attributes to measure heterogeneity and openness for such 
heterogeneity. Financial includes attributes to measure economic 
aspects such as investment, cost, and price. Satisfaction includes 
attributes to measure satisfaction and the related concepts of suitability, 
interestingness, learnability, usability, accessibility, acceptability, trust, 
and reputation. Performance includes attributes to measure 
performance, including resource utilization, efficiency, accuracy, and 
effectiveness. Freedom from risk includes attributes to measure the 
ability to avoid or mitigate risks and includes the related concerns of 
security, reliability, maturity, availability, and other related guarantees. 
Compatibility includes attributes to measure the degree to which an 
entity can perform well in a given context, interoperate or exchange 
information with other entities, and be ported from one context to 
another one. Maintainability includes attributes to measure flexibility, 
respectively the ability to be changed.  
The right part of Figure 2-3 gives an overview of the attributes referred 
to by KPI. Most research studied measurements of satisfaction, 
typically to improve business or interconnectedness. An example of 
such research is R13 that describes the use of seller reputation to 
improve business. To support quality improvement, all measurement 
attributes that relate to quality were included in at least one research 
paper, except for maintainability and size. Similarly, size measurements 
did not play any role other than for growth and stability. 
 

• Diversity  
• Heterogeneity  
• Openness 

• Satisfaction  
• Satisfaction 
• Suitability 
• Interestingness 
• Learnability 
• Usability 
• Accessibility 
• Acceptability 
• Trust 
• Reputation. 

 

• Performance  
• Performance 
• Resource 

utilization 
• Efficiency 
• Accuracy 
• Effectiveness 

• Financial  
• Investment 
• Cost 
• Price 

• Size  
• Size 
• Growth 

• Freedom from risk  
• Risk mitigation 
• Security 
• Reliability 
• Maturity 
• Availability 
• Guarantees.  

• Compatibility  
• Interoperability  
• Exchangeability  

• Maintainability  
• Flexibility 
• Changeability 
 

 

Figure 2-4: Merging classifications of measurement attributes 
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The left part of Figure 2-5 shows how the ecosystem elements were 
measured. Satisfaction was a common attribute that was measured for 
any entity except for rules. This shows that a same attribute can be 
measured or analyzed for different ecosystem entities. Also it is 
revealed that similar measurement attributes might be collaborating to 
measure different ecosystem elements. As an example CCCI 
(correlation, commitment, clarity and importance) measurable attributes 
were used to measure trust as well as reliability. 
The overall ecosystem and actors were the most comprehensively 
measured or analyzed entities, with a special focus on satisfaction, 
freedom from risks and performance. Some examples of such 
satisfaction measurements are provided by R13 that measured usage 
and acceptability of an ecosystem. The service followed with the next 
largest variety of measurements. R2, for example, measured entropy 
and diversity to characterize platform complexity. Only narrow sets of 
measurement attributes were applied to the business partner, 
interactions, and business. 

 
Figure 2-5: Map of measurement attributes in relation to the measured entities. 

2.5 Discussion 

The study provides a classification of KPI relevant papers in 
understanding researches, relationship with the practice, and assessment 
of research outcomes. This classification contributes to taxonomy, 
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which can help for closer examination of the ecosystem or platform 
owner objectives, making them more recognizable in designing KPI. 
New KPI can be extracted for an ecosystem using this taxonomy, and 
existing KPIs can be extended or restructured applying the generic 
structure of the taxonomy. 
The literature map indicates that KPI for software-based ecosystems is a 
thin area with work at all maturity levels. Journal, conference, and 
workshop papers exist. However, the number of publications is not 
sufficient, and many application domains for ecosystems addressed with 
just one or two papers. Although formulation of KPI might be domain 
dependent and similarity of objectives is not the only factor to select a 
KPI, however due to insufficient study it is difficult to state whether 
characteristics of a domain, for example regulation of healthcare, affects 
the KPI of the ecosystem that targets that domain. 
The included research on ecosystem KPI mostly addresses ecosystem 
measurements or measurements of satisfaction, performance and 
freedom from risks. Measurements other than satisfaction that are 
applied on elements contained in the ecosystem are comparatively little 
researched. A broader understanding of KPI would increase a platform 
owner’s flexibility in measuring, analyzing, and using KPI for decision-
support. The understanding of a greater variety of KPI would also 
contribute to increased transparency of status, evolution, and other 
aspects of the ecosystem. 

2.6 Conclusions 

The here presented study gives an overview of literature on the use of 
KPI for software-based ecosystems. A systematic mapping 
methodology was followed and applied to 34 included studies published 
from 2004 onwards.  
To respond to RQ1 and RQ2, research was broad but thin. Two major 
kinds of ecosystems were researched: software ecosystems and digital 
ecosystems. Many application domains were addressed, but most of 
them with one or two papers only. The published research was mature 
with journal, conference, and workshop papers that covered metrics, 
models, and methods. In response to RQ3 and RQ4, KPI research was 
skewed. Most research studied ecosystem KPI for improving the 
interconnectedness between individual actors and subsystems of the 
ecosystem. Overall, most KPI were about satisfaction, performance and 
freedom from risks measures.  
The results of the mapping study indicate that more research is needed 
to better understanding of KPI for software-based ecosystems. In 
particular, a deeper understanding of how the application domain affects 
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an ecosystem’s KPI is needed. Also, an important research opportunity 
is the identification, analysis, and evaluation of KPI. Such research 
could make the work with KPI more flexible, because a greater variety 
of KPI would be known and available for the practitioner to use.



 

 

 
   



 

 

 Quality Requirements CHAPTER 3
Elicitation based on Inquiry of 
Quality-Impact Relationship  

Abstract 

Quality requirements, an important class of non-functional 
requirements, are inherently difficult to elicit. Particularly challenging is 
the definition of good-enough quality. The problem cannot be avoided 
though, because hitting the right quality level is critical. Too little 
quality leads to churn for the software product. Excessive quality 
generates unnecessary cost and drains the resources of the operating 
platform. To address this problem, we propose to elicit the specific 
relationships between software quality levels and their impacts for 
given quality attributes and stakeholders. An understanding of each 
such relationship can then be used to specify the right level of quality 
by deciding about acceptable impacts. The Quality-Impact relationships 
can be used to design and dimension a software system appropriately 
and, in a second step, to develop service level agreements that allow re-
use of the obtained knowledge of good-enough quality.  This paper 
describes an approach to elicit such quality–impact relationships and to 
use them for specifying quality requirements. The approach has been 
applied with user representatives in requirements workshops and used 
for determining Quality of Service (QoS) requirements based the 
involved users’ Quality of Experience (QoE). The paper describes the 
approach in detail and reports early experiences from applying the 
approach. 

Keywords 

Requirement elicitation, quality attributes, non-functional requirements, 
quality of experience (QoE), quality of service (QoS) 
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3.1 Introduction 

Quality requirements are an important class of non-functional 
requirements (Glinz, 2007). They concern software system attributes 
such as functional suitability, performance, reliability, usability, 
security, and portability that are important for achieving stakeholder 
goals (Boegh, 2008). The satisfaction of these quality attributes 
determines whether the software system meets the goals of its 
stakeholders or whether the system has a negative impact for these 
stakeholders (Chung, Nixon, Yu, & Mylopoulos, 2000; Haigh, 2010). 
Meeting the right level of quality is important to balance benefits and 
cost (Regnell, Berntsson Svensson, & Olsson, 2008). The quality of a 
software system needs to be at least as good as to make the software 
useful and competitive, but should not be excessive to avoid cost and 
unnecessary use of resources. Insufficient quality leads to 
disappointment and consequent churn when stakeholders decide to 
abandon the software solution and adopt alternatives instead (Kilkki, 
2008). Excessive quality may lead to an unnecessarily expensive design 
of the software system (Bass, Clements, & Kazman, 2012), to 
unnecessary consumption of resources needed for operating the system 
(Jung, Hiltunen, Joshi, Schlichting, & Pu, 2010), and to trade-offs 
where other quality attributes suffer (Braz, Seffa, & M'Raihi, 2007). 
To address the problem of finding the level of good-enough quality, the 
relationship between software quality and the impacts of such quality 
for the stakeholders of the software system needs to be understood. As 
demonstrated for the Quality of Service (QoS) of a telecommunication 
network and the Quality of Experience (QoE) of the network users, a 
quality–impact relationship can be developed empirically by setting 
quality levels of a given quality attribute and measuring the reaction of 
the stakeholders that were exposed to these quality levels (Fiedler et al., 
2010). 
This paper describes how to use quality–impact analysis for eliciting 
requirements about good-enough quality of a software system. The 
proposed method guides the elicitation of the quality–impact 
relationships and explains how to use the gained insights to specify 
quality requirements. The method delivers empirical evidence for a 
specific software system that is more reliable than generic expert 
opinion. The evidence pertains to the features that were investigated and 
the stakeholders that were participating in the requirements inquiry, thus 
is adequate and relevant for decision-making about that software 
system’s quality requirements. 
The paper describes the proposed quality–impact elicitation method in 
depth. It gives details about the key ideas of the method and explains 
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how to tailor the method depending on the investigated quality 
characteristics, the stakeholder goals impacted by these quality 
characteristics, and the instruments that the investigator is able to apply. 
The paper provides an example of how the method is applied in practice 
by reporting about its use in a real-world software development project. 
The paper is structured as follows. Section II reviews existing work and 
motivates quality requirements elicitation based on quality–impact 
relationship inquiry. Section III describes the method in-depth. Section 
IV describes how the method is applied and reports the lessons-learned 
from such method application. Section V compares the method and the 
obtained results with related work. Section VI concludes. 

3.2 Related Work 

According to ISO/IEC FDIS 25010, the quality of a system is the 
degree to which the system satisfies the needs of its stakeholders. The 
determination of whether a system exhibits the desired quality 
characteristics is not straightforward, however. In contrast to functional 
requirements, many quality requirements do not have a sharp boundary 
between satisfaction and non-satisfaction. Instead, they are gradually 
satisfied (Glinz, 2005), thus called soft requirements (Irvine & Levin, 
2000). 
The softness characteristic of implies that the right level of desired 
requirements quality needs to be identified during requirements 
engineering (Regnell et al., 2008). Each such quality level has its own 
specific costs and benefits. High quality levels are considered more 
costly than low quality levels because more expensive designs or 
approaches to provision of the software service need to be chosen to 
implement the requirement. In a similar vein, increase of the quality 
level implies increase of the benefits generated by the requirement. A 
product that is considered useless because of too low quality becomes 
useful or even competitive with increased quality. Too much quality, 
however, is considered excessive thus not adding any value for 
stakeholders despite quality improvement. The trade-off between cost 
and value impacts is a basis to determine the desired quality level and 
specify the requirement in a quantified manner (Gilb, 2005; Jacobs, 
1999). 
Goal models have been proposed to elicit quality requirements (Antón 
& Potts, 1998; Chung et al., 2000). Such models allow identification of 
needs for improving, increasing, or keeping the level of the quality 
characteristics of a software. To support systematic identification of 
goals and qualities within a given domain, ontologies have been 
developed and used to support requirements elicitation (Souag, Salinesi, 
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& Wattiau, 2012; Wang et al., 2010). The means-ends relationships that 
are an inherent part of a goal model make the impact of such a quality 
requirements explicit (Cysneiros & Sampaio do Prado Leite, 2004; 
Herrmann & Paech, 2008). The goals that are enabled by such a 
decision are used as a rationale that motivates the quality requirement. 
Unfortunately, goal models are of limited help eliciting appropriate 
levels of quality. Goal models help identifying the quality 
characteristics that are perceived relevant by stakeholders, and the 
means-ends relationships connect these qualities to the impact that is 
desired by the stakeholders. However, they do not guide a requirements 
engineer in how much of a desired quality is good enough. One of the 
key limitation is that the goal models do not relate a given quality level 
to a given level of impact beyond the coarse-grained levels of a 
requirement being denied, weakly denied, undecided, weakly satisfied, 
and satisficed . In addition, the application of goal models does not 
deliver the information needed to quantify a quality requirement, thus 
make its satisfaction measurable with attributes such as scale and meter 
(Jacobs, 1999). 
Several supporting elicitation methods have been proposed for 
requirements elicitation (Pohl & Rupp, 2011). These include the use of 
questionnaires, interviews, workshops, creativity methods, storyboards, 
use cases, role-plays, and prototyping. Review of prototypes has been 
particularly effective in identifying usability concerns and refining user 
interaction design to reach user acceptance (Rettig, 1994). The 
construction of such prototypes allows a development team to capture 
assumptions about desired software characteristics and to validate these 
assumptions, for example by reviewing them as implementation 
proposals with concerned stakeholders (Fricker & Glinz, 2010; Fricker, 
Gorschek, Byman, & Schmidle, 2010). 
The supporting elicitation methods provide limited support for the 
determination of good-enough quality levels because of their generality. 
Any question can be asked in a questionnaire or interview, any topic 
explored in a workshop, and a multitude of design decisions be captured 
with storyboards, use cases, role-play, and prototypes. Guidelines that 
have been proposed to identify quality requirements (Hassenzahl, 
Wessler, & Hamborg, 2001; Kusters, van Solingen, & Trienekens, 
1999) target the discovery of quality, but do not help in determining 
measurable levels of quality. The requirements engineer is thus left with 
his intuition or experience for asking the right questions (Doerr, 
Kerkow, Koenig, Olsson, & Suzuki, 2005). The use of experience, 
however, is risky as the levels for good-enough quality may change 
between different software products and product-usage contexts. 
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To enable requirements engineers to determine appropriate levels of 
good-enough system quality, we were studying the field of 
telecommunication. In particular we were looking for approaches that 
allow the requirements engineer and the system stakeholders understand 
the meaning of a given level of quality, for example in terms of how the 
quality level affects the degree of stakeholder satisfaction. In the field of 
telecommunication, substantial work has been performed for 
understanding how to measure degrees system quality and how a given 
degree of system quality affects user attitude (Fiedler et al., 2010). 
For a telecommunication system, Quality of Service (QoS) 
requirements are stated that concern system performance, availability, 
and capacity (Wang et al., 2010). Often these requirements are agreed in 
a service level agreements (SLA) between the system customers and the 
supplier (Kittlaus & Clough, 2009). User satisfaction is expressed as 
Quality of Experience (QoE) and refers to the “degree of delight or 
annoyance of the user of an application or service” (Le Callet et al., 
2012). It has been shown that a system’s Quality of Service affects the 
user’s Quality of experience (Fiedler et al., 2010). Too little user delight 
and too much user annoyance leads to churn, thus users that try to look 
for alternatives and try to avoid using the system under consideration. 
The knowledge of how QoS is related to QoE has not been translated 
into requirements engineering methodology yet. In particular, it is 
unclear how to exploit the relationship between QoS levels with QoE 
levels in the inquiry of software systems requirements. Also needed is 
an explanation of how to apply the specifics of the QoS-QoE 
relationship on the determination of good-enough quality for any 
system quality attribute and for any important stakeholder need that is 
impacted by the possible quality levels. 

3.3 Quality-Impact Inquiry 

This paper proposes a method that we call Quality-Impact Inquiry to 
address the so far unsatisfactorily solved problem of determining 
adequate levels of quality. As required from a solution proposal, we 
have explained why a novel method was needed, specify the principles 
and steps of the method, and describe how to apply it (Wieringa et al., 
2006). To demonstrate that the method is sound, we go a step further 
than required from a solution paper and report about a preliminary 
validation that we performed with a real-world software development 
project. The paper describes the method in sufficient depth to enable 
replication in practice and further validation research. 
 The Quality-Impact Inquiry method is based on the principles outlined 
in our earlier work about the generic relationships between Quality of 
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Service and Quality of Experience (Fiedler et al., 2010). These 
principles have been translated into a software requirements engineering 
context by integrating it into an inquiry-based requirements analysis 
process (Potts, Takahashi, & Antón, 1994) and combined with 
prototyping, questionnaires, and workshops as supporting methods for 
collection of quality measurements and stakeholder opinions. During 
the workshop, stakeholders are exposed to requirements engineer-
defined quality that has been implemented in the prototype and 
questioned about their perceived quality impact. The correlation 
between quality measurement and stakeholder opinion is analyzed and 
used as decision-support to determine and then specify good-enough 
requirements quality. 
The Quality-Impact Inquiry method adapts the inquiry cycle of 
requirement analysis (Potts et al., 1994) as follows: the documentation 
phase is adapted to implement a prototype using a set of accepted 
requirements described the desired system and collects quality attributes 
during stakeholder actions. The three elements of requirement 
discussion phase including questions, answers and reasons are 
supported by the questionnaire elicitation. Finally the results from the 
former phases contribute to either freeze or change requirements in the 
evolution phase.  
Figure 3.1 gives an overview of the Quality-Impact Inquiry process. 
The remainder of this section describes the generic Quality-Impact 
Inquiry method and how the method may be tailored. The ensuing 
section describes how the method has been applied in real-world 
projects and reports about early lessons-learned. 

3.3.1 Inquiry Process 
Figure 3.1 gives an overview over the process that characterizes the 
Quality-Impact Inquiry method. The process contains four steps: 
preparation, measurement, analysis and decision-making. It is applied 
iteratively until enough evidence has been collected to decide about 
what good-enough quality should be for a quality attribute under 
investigation. 
1) Preparation: During the first step, Preparation, the materials needed 
for allowing stakeholders to experience the quality characteristics under 
investigation are prepared. The work includes the preparation and 
documentation of a prototype, the formulation of a questionnaire, the 
recruitment of stakeholders for participation in a workshop, and the 
scheduling of the workshop. 
In the proposed method, quality impact is measured subjectively 
through a questionnaire. The quality impact is also affected by a real 
value of quality that is measured objectively (Brooks & Hestnes, 2010) 
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and automatically using a prototype. Therefore a list of valid quality 
requirements are identified from SRS document that is relevant to one 
feature or a group of features (f) and presented as pairs of quality 
attribute and value: 

Q = { ( qatt , qval ) | f }    (1) 

As an example in SRS, a non-functional requirement can be stated as 
“response time should be less that 2 s”. “Response time” is the attribute 
and 2 s is the value. 
The software might be in a preliminary release (i.e. pre-alpha, alpha and 
beta testing), a candidate release close to a final product/service, or even 
a released product ready for an evolution.  Preparation of artifacts 
including a prototype from a software feature(s) and a questionnaire 
about their quality is the pre-requisite to run the method. The 
stakeholders experience the software and then answer the questionnaire. 
Data that are collected from the software use and the questionnaire are 
analyzed to evolve quality requirements in the software specification 
document (SRS) if needed.  
Based on the quality attributes, the prototype is tailored for the 
feature(s) f to support measurement of Q. The questionnaire will be 
tailored using Q to collect quality impacts of feature(s) f relevant to user 
list U: 

U = {u}   (2) 

Then, scenarios for data collection, and software guidelines to be 
followed by users are prepared in this step. Translating the 

 
Figure 3.1: Quality-Impact Inquiry Method 
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questionnaire to the user’s mother tongue is another action that might be 
required.
2) Measurement: During the second step, Measurement, a workshop is 
performed with the aim of collecting quality measurements and user 
feedback. During the workshop the stakeholders experience 
predetermined qualities by utilizing the prototype according to a pre-
defined script. During the use of the prototype measurements are taken 
about the quality that the stakeholders experienced. After the use of the 
prototype, the prepared questionnaire is administered to collect 
stakeholder opinions about the impacts of the perceived quality. 
While the users are using the application through clients such as a 
smartphone or a PC, quality values qmsr (i.e. qmsr is a qval relevant to qatt 
for feature(s) f) are quantified by function m, automatically using 
analytical tools, server log generators or piece of codes embedded in the 
software. 

qmsr = OP( m( qatt | u, f ) ) | OP ∈ { MIN or MAX }   (3) 

The function captures the worst value of measured quality attributes in 
different actions of a user for the given feature(s) f, depending on 
whether the quality has a success or failure measure characteristic 
(Fiedler & Hoßfeld, 2010).  For a success measure such as availability, 
the higher value of the quality attribute shows better quality but for a 
failure measure such as response time, a higher value of the quality 
attribute shows worst quality. Therefore minimum or maximum value 
of each case would be the candidate value for measured quality. 
Another source of measurement is the questionnaire designed to 
translate the quality impacts qimp (i.e. qimp  is a qval relevant to qatt for 
feature f) into scored values provided by users. In the questionnaire, 
users are typically asked to provide ratings, 

qimp = s( qatt | u , f )   (4) 

and rationales in forms of comments that explain their ratings: 

comm = c( qatt | u , f )   (5) 

Furthermore, the questionnaire asks users to rate “quality in use” 
attributes such as satisfaction as a sub list of quality attributes: 

QinUse  ⊂  Q   (6) 

The quality impact is translated into a discrete value that is scaled using 
scores such as Mean Opinion Score (MOS) (ITU-T, 2003). 
3) Analysis: During the third step, Analysis, the quality measurements 
are correlated with the stakeholder opinions about quality impact. This 
step involves application of statistical analyses based on data that has 
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been collected during the measurement step in the ongoing and previous 
Quality-Impact Inquiry iterations. The analysis can also be enhanced 
through a-priori knowledge of the generic nature of the studied Quality-
Impact relationships. 
The relation between the measured quality (qmsr) and quality impact 
(qimp) will be identified through a regression analysis, similar to 
correlation analysis between QoE and QoS (H.-J. Kim et al., 2008; 
Minhas & Fiedler, 2013). The regression function is calculated for a 
feature f and quality attribute qatt: 

 q̂imp( qmsr ) = r( qmsr | f , qatt )   (7) 

Different regression functions for the relationship including linear, 
logarithmic, exponential and power have potential to be candidate, 
however the analysis compares the regression function and matches the 
best one.  
Then, an estimation of quality value for a given quality impact is 
calculated by the inverse function of the regression model: 

     q̂msr( qimp ) = r-1( qimp | f , qatt )   (8) 

The output of the analysis proposes a list of quality values for different 
quality impacts including maximum quality impact.  
If the Quality-Impact analysis does not provide enough data for a 
mature analysis, some changes on the prototype are applied to change 
the quality values artificially. The looped arrow from analysis box to 
prototyping box in Figure 3.1 provides possibilities to achieve enough 
data for investigating impact changes and perform more reliable 
analysis than the analysis of less data points.  
4) Decision-Making: During the fourth step, Decision-Making, the 
analysis results are used to decide about acceptable and desired levels of 
quality of the investigated quality attributes. The decisions are recorded 
in the software requirements specification. The step concludes with 
decision-making about whether to add inquiry iterations and how the 
parameters of these ensuing inquiries should be adapted for best 
improving the knowledge about good-enough quality. 
The decision-making process selects suitable quality value from the 
evidences and decides whether to evolve the value for the relevant 
quality requirement in the SRS document. 
This process identifies maximum applicable quality impact considering 
technical feasibility, product strategies, and limitation of resources to 
achieve the relevant quality value, and then applies the decision making 
function. 
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Decision-making is a function of parameters including estimated quality 
value for maximum impact (q̂msr) of a quality attribute, the value of 
relevant non-functional requirement (qSRS), the list of rationale for the 
quality attribute rating (comm) beside all quality-in-use ratings  (QinUse), 
to interpret whether the current quality fulfills the users acceptance. 

qnew = { g( q̂msr , qSRS , comm , QinUse | f , qatt ) }The thesis also 
contribute to a holistic approach    (9) 

This function defines a new value for the quality attribute. The decision-
making will be performed for all quality attributes in Q.  

3.3.2 Method Tailoring 
There are a wide variety of variation points to adapt the generic Quality-
Impact Inquiry process. The variations are needed to be flexible enough 
to adapt the process to specific requirements engineering constellations. 
Table 3-1 gives an overview. 

Table 3-1. An overview of variations 

Variation 
Point Variants 

Software 
Features 

Stakeholders may be exposed to different 
features. Quality requirements may be specific 
to features or the impact of quality levels be 
perceived differently depending on the feature. 

Quality 
Attributes 

Stakeholders may be exposed to different 
quality attributes. Each feature or application 
may have its own set of prioritized quality 
attributes. 

Quality 
Levels 

For the selected quality attributes, different 
quality levels may be investigated. The 
selection of the quality level should be based 
on information need and be guided by 
statistical analysis methodology. 

Stakeholder 
Sampling 

Different individuals may be invited for 
participation in the inquiry workshops. The 
selected stakeholders should be as 
representative as possible. 

Impact 
Attributes 

Stakeholders may be questioned about 
different quality impacts. Each application or 
feature may aim at achieving its own specific 
impacts. 

Measurements Different measurements may be selected to 
record quality levels and stakeholder impacts. 

Prototyping 
Approaches 

The simulation of different quality 
characteristics may require different 
approaches of building the quality-simulating 
prototype. 
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Variation 
Point Variants 

Impact 
Function 

Different impact functions may be chosen the 
represent the relationship between a given 
quality attribute and its impact. We were using 
linear and exponential functions so far. 

3.4 Real-World Example of Method Application 

3.4.1 Example Application 
To demonstrate how to implement the method in practical situations, we 
present here the results and lessons-learned of an early validation that 
we have done in a real-world project. We applied the method for a 
Diabetes Smartphone Application that will be used by diabetes patients 
to take blood glucose measurements, to plan insulin injection, and to 
send the collected observation history to a diabetes specialist for 
consultation. We evaluated the Quality-Impact relationships for the 
features user authentication and observation sharing of diabetes 
information. 
As an input to the Quality-Impact inquiry we had used a prototype that 
was instrumented with software for monitoring the timing of user 
interactions. The inquiry was performed in a laboratory and with a 
smart phone from the application developers with pre-loaded data. The 
requirements engineer, the product manager, and selected end-users 
participated in the inquiry workshop. The inquiry was performed with 
one end-user at the time. 

 

 

 
Figure 3-2: User interaction scenario with instrumented application and subsequent 

answering of the quality of experience questionnaire 

During the inquiry, the end-user was introduced to the tasks he to be 
performed with the application, was given a short, tailored user manual, 
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and then used the selected features first according to instructions and 
then without help. He opened the application, selected the data he 
wanted to share with his clinician, authenticated himself, and submitted 
the data. Then the authentication service requested username and 
password. When authenticated, the data was sent to the application 
server in the hospital. After the guided and unguided experiences were 
concluded, the end-user filled out the quality of experience 
questionnaire. Figure 3-2 gives an impression of the setup. 
The Quality-Impact inquiry processes was implemented for the 
Diabetes Smartphone Application as follows: 
1) Preparation: The requirements engineer extracted relevant quality 
requirements from the software requirement specification document. 
Based on these extracts he instrumented the software with a time-stamp 
logger. 
The requirements engineer created a short guideline to assist the end-
user in using the application. It described the features to be evaluated 
and how the features should be used. 
Based on the extracted quality requirements, the requirements engineer 
created a quality of experience questionnaire with generic questions 
about the experience, about the features and product, and about the 
perceived quality. For the Diabetes Smartphone Application, the quality 
questions were about performance, reliability, and availability. Figure 
3-3 shows the questionnaire. 
2) Measurement: The following steps describe the inquiry workshop 
that was performed once for each user separately. 
In the beginning of the inquiry the requirements engineer welcomed the 
participants, defined the goals of the inquiry, and shared the agenda of 
the meeting. 
The product manager explained the feature to be used and gave 
prepared guideline to the end-user. 
The end-user used the application according to the instructions. He did 
so twice to allow us collecting data about the learning and 
knowledgeable use of the feature. The application generated logs 
automatically and captured information from the user interaction (see 
Figure 3-4 for an example). In all timestamp, the time from the internal 
clock on smartphone was used.  Log entries were created when end-user 
requests are received and when application screen/data have been 
displayed. The response time extracted from the example is the duration 
between two time stamps taken from the starting to the ending of an 
activity.  
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The Experience 

1. Please tell us the name you would give to the feature: 
 
 

The Features and Product 

2 Overall, how satisfied are you with the features you just have 
experienced? 
□ Excellent (5)   □ Good (4)   □ Fair (3)    □ Poor (2)   □ Bad (1) 

Please tell us why you feel that way: 
 
 

3. Overall, how good is the feature according to your opinion? 

□ Exceptional □ Better than comparable products and features 
□ Good-enough □ Insufficient 
Please tell us why you feel that way: 

 
 

4. Will you return to use the product again? 
□ Yes □ No 

Please tell us why you feel that way: 
 
 

The Quality 

5. The next question is about response time. With response time we 
mean the time when you press a button until the software does what 
it is supposed to do. 
How do you rate the response time of the feature? 
□ Excellent (5)   □ Good (4)   □ Fair (3)   □ Poor (2)   □ Bad (1) 
Please tell us why you feel that way: 

 
 

Figure 3-3: Questionnaire. The last question can be replicated and adapted to any 
feature the requirement engineer is interested of. 

After application usage, the requirements engineer provided instructions 
for answering the quality of experience questionnaire. The user 
answered the questionnaire accordingly. The answers that were 
collected with quantitative scales provided data for calculating the 
Quality-Impact relationship. The qualitative rationale that the users 
gave for these values assisted us in interpreting the quantitative values.  
At the end of the session, the requirements engineer debriefed the 
participants and thanked them for the participation. 
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Figure 3-4: Extract from the log file with timestamps and activities 

  
3) Analysis: The filled-in questionnaires and time-stamp logs from all 
end-users interactions were the inputs for the analysis process. The end-
users were satisfied with the quality as they reflected in the 
questionnaire Therefore the analysis of this example did not identify 
any deviation to update quality attributes. However the similar study 
was conducted in our lab where users perception of response time in 
downloading a webpage containing an image were collected (Shaikh, 
Fiedler, & Collange, 2010). The analysis of the data distributions 
concluded a close match for a regression formula on relations between 
MOS and response time excluding null opinion scores: 

q̂imp( qmsr ) = 4.836 exp( -0.15 qmsr )   (10) 

 
Figure 3-5: Quality impact (MOS) as a function of quality value (response time(s)) 

Figure 3-5 plots this regression function that shows quality (qimp) as a 
function of quality value (qmsr) (Shaikh et al., 2010). The response time 
collected from different experiments as well as collected relevant 
quality impacts will plot the Figure 3-6. Taking the reverse of this 
function estimates quality value (q̂msr) as a function of quality impact 
(qimp): 

q̂msr ( qimp ) = -6.67 ln( qimp / 4.836 )s   (11) 
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Figure 3-6: Quality value (Response time (s)) as a function of quality impact (MOS) 

As Figure 3-6 plots the inverse regression function, shorter response 
identifies the better perception of quality and user’s score. Table 3-2 
estimates quality values for qimp in the range of between 3 and 4.5. 
This value identifies the best threshold value for a quality attribute such 
as response time that is sufficient for the user expectations. 
 

Table 3-2. Estimated quality values for given quality impacts 

Quality impact (qimp) 
MOS  

Estimated quality value (q̂msr) for 
Response time 

4.5 0.48 s 

4 1.27 s 

3.5 2.15 s 

3 3.18 s 

 
4) Decision making: Decision making process involves choosing a 
threshold value for a quality attribute based on inputs from analysis 
including an estimated quality value for response time, user experiences 
and rationales, the list of quality-in-use as well as the value of response 
time defined in the SRS document.  
Selecting the good-enough quality level requires trade-offs between the 
reaching enough user acceptance level instead of maximum level in 
return for gaining technical feasibility by limited resources such as cost, 
time and effort. Identifying maximum applicable user perception 
(quality impact) in each analysis is the result of such trade-offs. If 
quality impact 4 is recognized enough, then the estimated quality value 
of 1.27s will be involved in decision making process to update SRS 
with a good-enough quality value. Typically, the critical value for 
quality impact is assumed to be 3. In telecommunication area, accepted 
quality impact in video streaming is considered as 3.5, although the 
quality impact of 4 is a good choice (Khan, Sun, Jammeh, & Ifeachor, 
2010).  
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3.5 Lesson learned 

As shown in the example, the inquiry workshop allowed us to collect 
the data necessary for analyzing the Quality-Impact relationship for 
response time and quality of experience. The workshop lasted about 10 
minutes per user. Data aggregation and analysis was concluded within a 
few hours. Thus the method was relatively efficient. Scalability can be 
achieved by working with multiple users in parallel, for example as part 
of a training workshop. 
From the users that participated in the inquiry workshops we received 
positive feedback about the experience and about most of the questions 
we asked. However, one of the users was puzzled about perceived 
reliability and availability. He stated that he expected the application to 
work and to be available in the laboratory situation he was invited to. 
This shows that usage context affects the relevance of quality attributes. 
Some quality attributes are relevant in some contexts only. We plan to 
account for this feedback by extending the Quality-Impact inquiry to 
prolonged pilot uses of the application in the real-world contexts of the 
users. 
 On little usages of the software product could not give the full 
impression to users. An issue relevant to a quality attribute such as 
availability might not be risen in a short period of use, this is what 
reflected by the stakeholder in the example stated in section IV. To 
reach more accurate data, a prolonged usage should be planned.  
Not only quality attributes are identified in the proposed Quality-Impact 
inquiry method, there might be some proposals for updating functional 
requirements extractable from the users’ comments given in the 
questionnaire. As an example, if the end-user could not find how to 
submit the blood glucose data, this could be reflected in the users’ 
perception rating as well as provided rationale.  
Training before and during the workshop provides knowledge and skills 
to mitigate the threats of biasing the user perception that occurred due to 
misuse of the feature. Distractions during the workshop should be 
removed to boost concentration of users in expressing their real 
unbiased perception.   

3.6 Discussion 

The Quality-Impact Inquiry method is a generic approach to collecting 
data about quality levels and how these quality levels impact 
stakeholder satisfaction. It builds on our earlier work that shows that a 
relationship between quality levels and quality impact can be 
established. The Quality-Impact Inquiry method extends such earlier 
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work by describing a 4-step process that allows the requirements 
engineer to inquire how different levels of quality impact the 
satisfaction of stakeholder needs. The 4-step process is independent of 
the specific type of quality and independent of the specific kind of 
stakeholder need. Instead the method can be tailored to any pair of 
quality and impact measurement that are of interest for the system under 
consideration. A condition for such tailoring is that a relationship 
between quality level measurements and impact measurements can be 
established. 
The identified level of quality impact transforms the knowledge into a 
judgment of good-enough quality.  Good enough quality can be decided 
considering cost and benefit views while exposing barriers and 
breakpoints (Regnell et al., 2008). Product strategy decisions, 
competitors and learning processes are other factors that assist 
requirement engineer to adjust the level of quality. 
The Quality-Impact Inquiry method complements existing quality 
requirements elicitation methods. Pairs of system quality and impact 
variables that should be investigated as part of requirements inquiry can 
be identified with goal-based inquiry methods (Chung et al., 2000; Potts 
et al., 1994). Means-ends relationships of prioritized soft goals that 
relate to system qualities, respectively to stakeholder needs, are 
candidates for inquiry of the corresponding Quality-Impact 
relationships. These candidates are used as an input to the tailoring of 
the Quality-Impact Inquiry method. 
The Quality-Impact Inquiry method utilizes supporting elicitation 
methods (Pohl & Rupp, 2011), in particular the use of questionnaires, 
prototypes, and workshops. The method combines these supporting 
methods into a structured process for creating and analyzing evidence 
for decision-making about good-enough quality. Recommendations 
about good practice, e.g. of how to perform an effective workshop 
(Gottesdiener, 2002), should be followed as long as they do not 
interfere with the objective of the inquiry of Quality-Impact 
relationships that are under investigation. Side results from applying the 
method, e.g. the discovery of new needs or stakeholders during a 
workshop, should be embraced and handed-over as an input to the main 
stream of requirements engineering work that is performed in the 
development project. 
In a larger scale validation of the proposed method in a real world 
situation various stakeholders and experienced requirements engineers 
are involved. To achieve trustworthy results, a specific probability is 
identified for considering a confident interval in which the value of 
quality impact lies within a specific range. Smaller numbers of 
stakeholders that involve in the experiment method generate wider 
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confidence intervals since there is an inverse square root relationship 
between the confidence interval and the sample size. It means that to cut 
error margin in half, number of involved stakeholders is assumed to be 
four times more. 
For practitioners, the Quality-Impact Inquiry method represents an 
extension of the requirements engineering toolset and is used for 
addressing the challenging problem of determining good-enough 
product quality. Once the relevant Quality-Impact relationships have 
been established, they can be reused while evolving and maintaining the 
application and for specifying the quality levels of comparable 
applications, for example in a software product line. 
Quality-Impact Inquiry is not a method that is easy to apply and should 
thus be used by requirement engineers that are experienced in 
experimentation with end-users. In many practical situations, this is 
unproblematic. It is common to use experienced requirements engineers 
for critical tasks such as the development of service level agreements of 
software-based services (Marilly, Martinot, Papini, & Goderis, 2002).  
The Quality-Impact Inquiry method complements competitive analysis 
of product quality (Regnell et al., 2008). It allows a definition of 
thresholds for useful quality and excessive quality based on evidence 
gathered by analyzing the perception of stakeholders. In the example of 
QoS and QoE, the requirements engineer determines the service quality 
threshold by translating quality of experience judgments with the 
experimentally determined Quality-Impact relationship. In the real-
world example described in this paper, the former was quantified with 
software reaction time and the latter expressed with the Mean Opinion 
Score. The questionnaire in Fig 3 shows that the relationship can also be 
calculated for other impacts. For example, question 3 was used to 
collected data about the strategic positioning of the feature according to 
the Quper model (Regnell et al., 2008). Question 4 allowed collecting 
data about the risk of churn. Any prior knowledge about the nature of 
the relationship, e.g. as expressed by the exponential function in 
(Fiedler et al., 2010), reduces the need for measurements, thus reduces 
the effort of Quality-Impact inquiry. 
For research, an understanding of the generic relationships between 
levels of more types of software quality and impact is urgently needed. 
These generic relationships reduce the need for experimentation during 
real-world requirements elicitation by pointing to the functions that 
should be used during Quality-Impact inquiry. The characterization of 
the generic relationship between QoS and QoE as an exponential 
function (Fiedler et al., 2010) is an example of the research that is 
needed. Security and usability are examples of quality attributes that 
should be prioritized by research. The research may include 
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investigation of what appropriate measurement scales are, e.g. of 
security or usability, and how a generic Quality-Impact relationship 
may be expressed and investigated based on scales other than the ratio 
scale that we used in Fig 4 and Fig 5. Also open is the development of 
an understanding of how the interaction of multiple quality variables, 
e.g. security and usability (Braz et al., 2007), can be expressed with 
Quality-Impact relationships, thus made amenable to requirement 
elicitation with the Quality-Impact Inquiry method we have presented. 
The study of Quality-Impact relationships would also allow building 
empirical evidence for checking deeply held beliefs in the requirements 
engineering field. One such belief is expressed with the KANO model 
(Sauerwein, Bailom, Matzler, & Hinterhuber, 1996). That model states 
that the impact of quality on stakeholder satisfaction is expressed 
through exponential or linear functions that describe attractive 
requirements, which cause delight when implemented, one-dimensional 
requirements, which are easily articulated, or must-be requirements, 
which are not obvious, but considered self-evident by stakeholders. The 
presented Quality-Impact Inquiry method enables practitioners to 
determine the exact relationships for the software products and features 
they are specifying. For researchers, it can be used to inform the design 
of empirical research studies that aim at investigating generic Quality-
Impact relationships. 

3.7 Conclusions 

The paper has described an approach to quality requirements elicitation 
based on inquiry of Quality-Impact relationships. The method, called 
Quality-Impact Inquiry, guides a requirements engineer in the inquiry of 
good-enough software quality from the viewpoint of the appropriate 
stakeholders of the software system. When applying the method, 
stakeholders experience a prototype of a software system. The 
requirements engineer collects the real values of chosen quality 
attributes and subjective feedback from the stakeholders about 
perceived quality impacts. The analysis of Quality-Impact uses a 
regression function. The method can be tailored to pairs of qualities and 
impacts that are of interest for the specific software system. Systematic 
use of the method gives support for deciding about appropriate the 
quality levels. These can then be specified in a quantified manner for 
example by stating minimal, maximal, and expected quality in a 
software requirements specification (SRS) or service level agreement 
(SLA). 
The Quality-Impact Inquiry method was applied for requirements 
engineering in real-world development projects. One example was 
shown to describe how to apply the method in practice and to report on 
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lessons-learned. We reported how we have applied the method for these 
requirements engineering endeavors, shared early experiences from 
applying the method, and have given recommendations for practical use 
of the method.  
Future research should aim at validating and evaluating the method in 
further, large-scale requirement engineering situations. Moreover, 
future research should aim at expanding the understanding of the 
generic relationships between given combinations of software quality 
attributes and their impacts as well as how quality attributes interact 
with each other. The resulting knowledge will translate into a SLA and 
help to allow and to reuse the knowledge of appropriate quality levels. 
It will also help accelerating and simplifying quality requirements 
inquiry in real-world projects, and enable research to check deeply held 
beliefs about how quality and impacts are interrelated. 
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 Quality of Experience CHAPTER 4
Assessment Based on Analytics 

Abstract 

This work, which is connected to the Future Internet Public Private 
Partnership (FI-PPP) Integrated Project FI-STAR, presents a validation 
approach for Future Internet applications based on the use of analytics. 
In particular, it discusses how to use and combine software use and 
health statistics for the assessment of user-perceived Quality of 
Experience, in order to monitor user satisfaction, the risk of user churn, 
and the status of the corresponding ecosystem.  

Keywords 

QoE, QoS, response times, usage, analytics, churn, ecosystem  

4.1 Introduction 

Since more than a decade back in time, Quality of Experience (QoE) 
has become a key issue of concern for operators and providers, as bad 
QoE implies the risk of user churn (Le Callet et al., 2012). Indeed, when 
a service or application does not meet its stakeholder’s expectations, 
economic loss is an almost unavoidable consequence. In particular, 
innovative applications are at risk once they do not succeed to satisfy 
their users.  
In many sectors, the concern for quality has led to market entry barriers 
related to compliance, certification, and access to mission-critical data. 
In health and care, for example, IEC 80001 compliance, ISO 13485 
certification, and access to data such as patient records are considered 
problematic (Thuemmler et al., 2013). Software product lines have been 
successfully used by companies to capture such domain-specific 
knowledge and thereby achieve systematic reuse across their product 
portfolio (Pohl, Böckle, & van der Linden, 2005). Such reuse is 
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achieved in a software product line by engineering design specifications 
and components that embed commonality and variability across use 
cases of potential products. The impact is faster development and 
productization and better quality of applications and services.  
The Future Internet Public Private Partnership (FI-PPP), a “European 
programme for Internet-enabled innovation”, builds on this idea of 
product lines and attempts to scale it from a single product or services 
company to a whole industry (European-Commission, 2013). FI- PPP 
aims at establishing an evolving set of common components, called 
Generic Enablers (GE) that capture solutions to common problems in 
the building of internet- enabled applications and domain-specific 
problems such as interoperability with common devices and systems 
and those outlined above. The hope is that the resulting infrastructure 
advances the European markets for smart infrastructures, increases the 
effectiveness of business processes delivered through the Internet, and 
ultimately stimulates the economy.  
In its first phase, a set of GEs have been developed, which aim at 
providing the basis for innovative applications in virtually any 
application domain (e.g. e-Health, logistics, energy, and etc.) within 
development cycles that are significantly shorter than those achieved so 
far. The GEs are offered by potentially competing manufacturers and 
producers. Application and service developers acquire these GEs for 
building applications in question.  
The GE-based approach is comparable to buying the ingredients for a 
delicious home-prepared meal in a supermarket. Obviously, both the 
quality of the ingredients and their skillful preparation determine the 
quality of the prepared meal. The host can judge the quality of the meal 
by looking at its look, smell, and taste. The ultimate judgments of that 
quality, however, is seen in the appraisals of the host’s guests and in the 
amount that people eat and are willing to return to eat upon the host’s 
invitation. Translation of this metaphor to the domain of the Future 
Internet, makes it obvious that (1) the quality of the GEs and (2) the 
way these GEs are composed make a difference for a developed 
application as well as the corresponding ecosystem (Laghari & 
Connelly, 2012). The impact of these two concerns can be seen from (a) 
the comments of the users, and (b) the degree of usage.  
How hosts, respectively product and service organizations, achieve 
good-enough quality throughout the whole value chain, from 
ingredients to the guests’ experience and attitude, is the research 
underlying this paper. Our approach is based on the idea that the health 
of applications and their ingredients (such as GEs) needs to be 
measured, and that its impact on usage needs to be monitored, in order 
to be able to assure sufficient Quality of Experience.  
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The FI-PPP Integrated Project FI-STAR (FI-STAR, 2013) will address 
such validation, and develop and implement the corresponding 
measurement and analysis tools as follow-up of the ongoing 
requirement elicitation work. This paper reflects the approach to 
application and GE validation within FI-STAR and its seven use cases.  
The remainder of the paper is structured as follows. Section II 
introduces an example of a FI-PPP based system and reviews existing 
work for quality evaluation of such system. Section III describes the 
analytics-based approach for QoE prediction and assessment. Section 
IV summarizes and concludes the paper with planned future work.  

4.2 Background 

Building a new system that meets its quality requirements is inherently 
difficult. Such requirements are often stated qualitatively like “the 
system must be fast”, hence are ambiguous and thus difficult to verify 
(Glinz, 2008). When implementing such requirements the following 
kinds of problems may be encountered. Developers build a system that 
delivers less than the stakeholders expect. This results in stakeholder 
dissatisfaction and might render a system useless. Developers build a 
system that delivers more than the stakeholders need. This results in a 
system that is more expensive than necessary.  
Quality is particularly important for heterogeneously sourced systems 
such as FI-PPP-based systems. When engineering such system, 
developers depend on components, applications, and services provided 
by third parties. Developers give such trust only if solution providers 
keep their promises regarding the service levels that will be achieved. 
Analytics provide transparency for evaluating such third-party 
contributions, for predicting the quality of the system, and for 
monitoring if the running service performs as promised. Analytics also 
provide the basis for root-cause analysis if quality objectives have not 
been met.  
Figure 4-1 shows such a heterogeneously sourced system, a simplified 
and anonymized version of a FI-STAR use case scenario (www.fi-
star.eu). The system allows patients and clinicians to collect and 
exchange biometric and other patient data. The system creates value by 
empowering the patient with rapid feedback about his condition and by 
providing treatment decision-support to the clinician.  
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Figure 4-1: Patient data sharing solution. The letters in parentheses refer to suppliers the 
corresponding items are sourced from 

According to the system architecture specification, the system consisted 
components, applications, devices, and services sourced from multiple 
parties. Patients would access the system with their personal mobile 
phone. The patient data collector, sharing proxy, and analysis 
applications would be developed by a software product company active 
in the healthcare domain. The sensors would be procured from a device 
manufacturer. User authentication services would be provided by the 
relevant national authority. The electronic health record would be 
managed by the hospital for which the solution was designed. The 
hospital-internal private cloud services, accessed by the clinician with 
one of the common web-browsers, would be provided by a local service 
provider. Components for connectivity and interoperability, finally, 
would be provided as GEs by FI-WARE platform providers.  
A potentially wide variety of quality characteristics need to be fulfilled 
for given components, applications, and services to become useful. 
Such quality characteristics include functional suitability, performance, 
compatibility, usability, reliability, security, maintainability, and 
portability (ISO/IEC-25010, 2010). The quality levels achieved by a 
component or application is specified in the release requirements of that 
component or application. Warranties are used to guarantee that a 
product performs as promised in the specification. Usually, such a 
warranty is agreed between the supplier and the customer in a licensing 
contract (Kittlaus & Clough, 2009). Correspondingly, if a supplier 
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provides a service for a customer, they agree on the quality of the 
service in a service level agreement (SLA). An SLA again specifies the 
quality levels, which the supplier gives warranty for. Norms, standards, 
and certificates are used to specify minimal quality levels to be 
achieved by products in a given industry (Thuemmler et al., 2013).  
Once developed, integrated, and deployed, the quality of the system 
affects the quality of the user’s experience (Fiedler et al., 2010). Quality 
can be so good that it allows the supplier to compete with alternative 
solutions (Regnell et al., 2008). If quality falls below the utility 
breakpoint, however, users will turn away and discard the solution 
(Khirman & Henriksen, 2002).  
One approach to manage quality proactively is the use of software 
analytics (Menzies & Zimmermann, 2013). With analytics, attributes of 
software entities are measured, the measurements analysed and 
transformed into indicators that are useful for decision-making 
(ISO/IEC-15939, 2007). Such measurements give transparency, thus 
allows developers and management to decide about the course of 
actions for evolving the software system (Fotrousi et al., 2013).  
A wide variety of analytics are used to manage the quality of the 
software engineering process, the quality of the resulting software 
products, and software systems that are in operation. Developer 
dashboards improve awareness of a project’s situation to support 
planning and coordination (Baysal, Holmes, & Godfrey, 2013). Such 
dashboards include information about the organization, plans and tasks, 
source code and builds, and quality assurance (Czerwonka, Nagappan, 
Schulte, & Murphy, 2013). Prior to release, analytics allow analyzing 
performance and reliability of software and services (D. Zhang et al., 
2013). Similar analytics and geo-location are used to monitor and 
improve performance of the service in a real-world context with the 
intended users (Musson et al., 2013). Voting buttons were proposed for 
measuring quality of experience. In comparison to laboratory testing, 
such late-stage analytics give diverse and representative results because 
they come from real use. Learning organizations use them to validate 
and improve testing assumptions.  
Even-though analytics are effective for managing quality of software, 
their use is difficult to plan. In particular, it is unclear what an effective 
analytics approach is for managing quality when a heterogeneously 
sourced system such as the one outlined above is being developed. Too 
many variables could be measured, and trade-offs need to be made 
between ease of data collection and value of the analysis (Guest, Bunce, 
& Johnson, 2006). In addition, the composition of a system with 
multiple heterogeneous parts by one player and the use of the same part 
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by different players makes standardization of a small set of broadly 
useful measurements important.  

4.3 Approach  

Our approach of predicting quality of experience (QoE) is based on 
three models: a measurement model, a composition model, and a 
lifecycle model.  
The measurement model defines how quality attributes are measured 
and used to assert about properties of software or of users. It closely 
follows ISO/IEC 15939 for analytics measurement and ISO/IEC 25010 
for quality attributes.  
The software composition model defines how quality propagates as a 
result of composing software into real-world solutions. The approach 
follows the ideas of soft goal networks that allow deriving high-level 
global quality properties from low-level measurements (Chung et al., 
2000; Haigh, 2010).  
The software lifecycle model determines when measurements are made 
and quality assessed or predicted. It follows the principles of product 
management (Fricker, 2012), where the release of a software product is 
prepared, made available for customers, and integrated by such 
customers into larger solutions.  

4.3.1 Measurement Model  
The measurement model describes how data is collected to make 
assertions about quality of service and of experience. In our cooking 
metaphor, such data collection corresponds to the host that probes the 
ingredients or meal and interviews the guests. Probes include looking, 
taking a smell, and tasting the food and asking guests whether they like 
its appearance and taste. The host uses this data to understand whether 
the food meet the desired quality standards and to understand the 
guest’s experience with it. Some of these properties can be derived from 
the corresponding measurement. For example, bad smell can be an 
indicator for bad food. Other properties can be inferred from indirect 
measurements. For example, whether the food was good can be inferred 
by asking the guests about their opinion. Similarly, experienced cooks 
are able to accurately predict the guest’s experience based on the just 
tasting the food. The assessment of the ultimate success is different, 
though. As hosts, we would define it as whether the guests are eating or 
not. This can be assessed by observing whether the guests are eating or 
not.  
Figure 4-2 illustrates the application of these measurements to software 
that is used by a human user. The human user corresponds to the guest, 



Quality of Experience Assessment Based on Analytics 

 

69 

the software to the meal, and the host to the software provider. Software 
analytics are applied at the software, and empirical inquiries performed 
with users. Both of them allow collecting data for assessing quality of 
the software, quality of the user experience. Also, either of them also 
allows assessing the ultimate success of the software: whether it is used 
or not.  

 
Figure 4-2: Measurement model: software analytics and empirical inquiry to assess 

QoS, QoE and usage of software 

A substantial amount of work exists to understand how to assess 
software quality with analytics. Many address a selection of the 
software quality characteristics outlined by ISO/IEC 25010. The most 
common analytics are time and error-based.  

Table 4-1: Measurement of software quality 

 Time Error OS/MOS 

Functional 
suitability 

  (Elbaum, Karre, & 
Rothermel, 2003; 
Kirakowski & Corbett, 
1993; Lew, Olsina, & 
Zhang, 2010) 

Performance (Ran, 2003)   

Reliability (Merzbacher & 
Patterson, 
2002) 

(Ran, 2003; 
Zheng & Lyu, 
2010) 

 

Security (Madan, 
Gogeva-
Popstojanova, 
Vaidyanathan, 
& Trivedi, 
2002) 

(Madan et al., 
2002) 

 

Usability   (Kirakowski & Corbett, 
1993; Lew et al., 2010) 

 
The most common empirical inquiry determines a score of user opinion. 
Table 4-1 gives an overview of existing work on how measurements are 
used to assess software quality. It excludes software qualities that affect 



Chapter 4 

 

 

70 

stakeholders other than users. Table 4-1 illustrates the same idea: how 
measurements will be used to assess the impact of software on the user.  
Evaluation of functional suitability of a software is usually performed 
by functional testing. However the result of functional suitability is 
reflected in terms of functional acceptability from user’s perception. It 
can be reflected even in usage analytics (Elbaum et al., 2003). As an 
example, during a software use, unnecessary functions will be 
understood from click a stream that is an implication of functional 
inappropriateness.  
Other aspects of software quality, usually called Quality of Service 
(QoS), are performance (Burby & Atchison, 2007) and reliability 
(Houtermans, Capelle, & Al-Ghumgham, 2007). QoS usually refers to 
system components and network delivery capacity. It concerns time 
behavior, resource utilization, and capacity aspects, in addition to 
availability, frequency of failures, fault tolerance rate, and 
recoverability time. Attributes such as throughput, loss ratio, jitter, 
packet error rate, response time, delay and availability time are vital for 
measuring in the network layer, and the transport layer between two 
machines (Hyun-Jong et al., 2008; Ran, 2003). Servers are measured by 
essential attributes of load rate, error rate, response time, peak response 
time, server up time, resource (i.e. CPU, memory, and disk) utilization, 
and threads (Bhatti & Friedrich, 1999). In the application layer, 
statistics about page errors, frame rate, call success rate and the quality 
of outputs such as audio, video, and files are identified to measure QoS 
(Mintauckis, 2010). Finally, security of an application/component 
affects the solution health (Hamam, Eid, El Saddik, & Georganas, 2008; 
Lindskog & Jonsson, 2002). The Attacks attribute is used to combat 
security issues such as DOS or malware attacks (Yadav & Gupta, 
2013).  
A time dependent attribute has the largest coverage for an end-to-end 
software health assessment. User perceived quality is dominated by 
response time and waiting time (Egger, Hossfeld, Schatz, & Fiedler, 
2012; Xiong & Perros, 2009). The perception of quality on the user is 
typically measured by the Mean-Opinion-Score (MOS) (ITU-T, 2003). 
Availability of the software solution is measured by infinite response 
time. The response time of an intrusion tolerant system with the steady-
state availability is monitored for the security assessment (Madan et al., 
2002). Therefore response time can be a suitable candidate that 
simulates waiting time, availability as well as security. Error attribute 
provides further support for the assessment of software health in 
security, availability and fault tolerance.  
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Table 4-2: QoE measurements mapping to Quality in Use 

 Time Error OS/MOS 

Effectiveness  

Efficiency 

Satisfaction 

Freedom from Risk 

 

4.3.2 Composition Model  
The composition model describes how data is collected to combine 
assertions about quality of service and of experience. In our cooking 
metaphor, such composition corresponds to the host that combines and 
cooks the ingredient into a meal that is served to the guests. The host 
uses heating and combination to process the ingredients into a result of 
value higher for the guests than the inputs that were used. The quality of 
the inputs and the host’s own work affect the quality of the results. The 
results are at most as good as the worst of the inputs that was used. 
Skilful preparation of the meal and presentation of it to the guests, 
however, can increase the value of the whole meal well beyond the sum 
of the inputs.  
Figure 4-3.shows a software composition model that allows describing 
the solution shown in Figure 4-1. Nodes such as the private cloud 
contained in the secure zone, which again is contained in the hospital 
correspond to instances of the infrastructure. Patient Data Analysis and 
Electronic Health Record are two instances of software that run on the 
private cloud infrastructure. Not shown in Figure 4-1 are the generic 
enablers that the Patient Data Analysis contains. The clinician is a user 
that uses a browser, which communicates with the Patient Data 
Analysis and the Electronic Health Record software.  
The composition model allows propagation of quality properties. Such 
propagation can be expressed in rules that are evaluated with an 
instance of the composition model (Figure 4-3 is such an instance). 
They determine how a property of one entity, for example a failure of 
an infrastructure, affects the rest of the software system. A set of 
availability-related rules would state that failure of infrastructure 
implies that any dependent software and user will experience the 
failure. Software that runs on reliable infrastructure, however, would 
not be affected by the failure. Similarly, a set of performance-related 
rules would state that the total round-trip time for a user interaction 
corresponds to the aggregated time behavior of software, run on the 
respective infrastructure, and communication channels. Depending on 
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criticality of quality of service and experience, the set of rules can be 
completed and refined. 

 
Figure 4-3: Composition model 

 

4.3.3 Lifecycle Model  
The lifecycle model describes how software and service infrastructure 
come into existence and evolve. The evolution stages then give raise to 
possible quality assurance actions. In our cooking metaphor, the cook 
would perform quality assurance actions based on the evolution stages 
of ingredients  
and the meal. He would look for ingredients that are made available to 
him on the market. Preferably he would turn to ingredients with trusted 
quality, for example as indicated by certification labels awarded to 
some ingredients. In addition, he would touch and take a smell of some 
of them to assess their quality. Once in the kitchen, he would process 
and combine the ingredients into a meal. The meal undergoes quality 
assurance in the kitchen before it is made available to the guests. Once 
these guests have received the meal, they look at it and take a smell 
(presumably with delight) before they decide to eat it.  
Figure 4-4 shows a lifecycle model that allows explaining how software 
is developed, delivered, integrated, and made available as a solution for 
the healthcare environment shown in Figure 4-1. Each supplier, 
indicated by the letter in parentheses in Figure 4-1, has developed, 
tested, and released software or infrastructure. The integrator then has 
performed acceptance testing of the sourced software and infrastructure 
in his own premises and integrated them into the solution that Figure 
4-1 describes. Again the integrator tested and released the software 
solution, before performing site acceptance testing and initiating its 
usage.  
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Figure 4-4: Software lifecycle model. FAT= factory acceptance test. SAT=site 

acceptance test. 
The lifecycle model describes quality assurance actions that are 
performed at each respective lifecycle stage. Factory acceptance testing 
includes testing of the software in the supplier’s laboratory 
environment. Software release is accompanied with certification. Such 
certification is standard practice of application stores such as Google 
Play and iTunes (Jansen & Bloemendal, 2013). Site acceptance testing 
is performed by the consumer of the released software in a laboratory 
environment that is as close to the real-world environment as possible. 
In the healthcare environment, site acceptance testing of software 
systems is accompanied IEC 80001 and ISO/IEC 27000 (Thuemmler et 
al., 2013). Systems that have passed all these quality assurance hurdles 
are put into use, where they continue to be monitored (Musson et al., 
2013).  
Each quality assurance action involves collection of analytics and 
possibly empirical data as described by the measurement model. The 
collected data updates earlier predictions made with the help of the 
composition model. Such updating allows validation of the prediction 
and increases confidence in whether the final solution actually meets its 
quality objectives or not.  
The combination of the measurement and composition models enables 
early prediction. The lifecycle model allows planning for step-wise 
improvement of the prediction, hence reducing the risks of the final test 
of where a solution is being used in a real-world environment and the 
achieved quality of experience level determines success or failure of the 
system.  

4.4 Conclusions  

While important for any software, quality assurance is particularly 
critical for acceptance and successful use of heterogeneously sourced 
systems. Such systems integrate components from parties that the 
system integrator has little control over. As a consequence, the risk and 
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the corresponding need for trust much higher than when a single-source 
software is developed.  
This paper introduces a holistic approach for quality assurance of 
heterogeneously sourced systems. It is based on three models that 
together allow quality of experience prediction and step-wise validation 
of these predictions with real-world measurements. The measurement 
model describes how analytics and empirical data is collected and used 
for assertion of quality of service and experience. The composition 
model describes how measurements are propagated through the 
composed system to estimate overall quality of service and experience. 
The lifecycle model describes quality assurance actions that are used for 
validation of system quality.  
The paper represents an important step towards unifying the so far 
separated disciplines of software engineering and performance 
evaluation in telecommunication systems. It contributes with a QoS and 
QoE measurement-based approach to managing quality while a 
software system is constructed. The paper explains the approach in 
depth with the metaphor of a host that prepares a delicious meal to 
guests. An exemplar taken from the FI-STAR project is taken to 
describe how the approach is transferred into a real-world environment.  
Future work includes validation of the approach. Analysis of software 
architectures will be used for refining the composition model. A 
literature review will be performed for constructing a rule base for QoS 
and QoE assessment and prediction. Empirical inquiries about 
engineering process will be used to evaluate the composition model and 
refine the description of quality assurance practices. A particular focus 
will be given to the healthcare environment, where quality assurance is 
particularly important as it may decide on death or life.  
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